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Evolution of the Universe

Dark Energy
Accelerated Expansion
Afterglow Light
Pattern Dark Ages Development of
380,000 yrs. Galaxies, Planets, etc.

Inflation

Test the Standard Quantu
Model Fluctuations

Dark Matter
Dark Energy
Anti-matter 1st Stars

(Gravity?) about 400 million yrs.

Big Bang Expansion

13.7 billion years

Bologna, 10 October2018 lan.Bird@cem.ch




The Large Hadron Colllder LHC)
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Distribution of All CERN Users by Nationality on 24 January 2018
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@ATLAS

EXPERIMENT
http: //utlus ch

Run:
Event: 12 611816

Crossing rate: 40 MHz A Tine: 11:07:47 cEST
d Collision rate: ~10%/s NN\ 1A s

Event (collision) ~ 1 MB

Event rate: ~1 PB/s

¢/ ¥ Signal ~ 10
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HEP Computing

“Online” —Real time
Funded as part of the detector

L1 Trigger

‘ HL Trigger

~100 kHz

‘“1 kHz

“Raw Data” ~1-10 GB/s

Reconstruction Calibration Monte Carlo Simulations

"

Data analysis

Background

# events

Relevant quantity

“Offline” - Asynchronous

Cambridge, 1st February 2018 lan.Bird@cern.ch



Data Analysis at the LHC

@2 The process to transform raw data into useful physics datasets
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Scale of computing needs e

o CPU:
= ~ 1 millioncores fully occupied (“x86")
QO Storage
=  ~1EB (~500 PB disk, >500 PB tape)
a Global networking

=  Some private 10-100 Gbps
=  LHCOne - overlay
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- CERN Facilities today
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COMPUTING

Servers (Meyrin) Cores (Meyrin) Tape Drives

~180 PB usable disk
11.5K 174.3K 104 ~250 PB on tape

Servers (Wigner) Cores (Wigner) isks (Wigner) Tape Cartridges

3.5K 96.0K . 32.2K




2018:
- 63 MoU’s
- 167 sites; 42 countries




The Scale of the LHC Computing Problem

1 PB/s of data generated by the detectors
Up to 60 PBl/year of stored data

Large experiments have managed
data sets of >200 PB

A distributed computing infrastructure
of order of a million cores working 24/7
An average of 60M jobs/month

An continuous data transfer rate of 35-45 GB/s
(3 PB/day) across the Worldwide LHC Grid
(WLCG)

CERN
\ )
7 Cambridge, 1st February 2018

Would put us amongst the top
Supercomputers if centrally
placed: est. ~few x100 Pflops

More than 100 PB/month
moved and accessed by
10k people

Disk
Tape
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Data

Transfered Data Amount per Virtual Organization for WRITE Requests
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Computing (>1 physical data centre)
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ommercial Clouds

CERN-IT evaluation of Microsoft Azure cloud laas
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Data challenge

programme

pre-LHC startup

CERN
\
S

wWLCG

Independent Experiment Data Challenges

2004

Service Challenges proposed in 2004
To demonstrate service aspects:

-Data transfers for weeks on end

-Data management

-Scaling of job workloads

-Security incidents (“fire drills”)

-Interoperability

-Support processes

e.g. DCO4 (ALICE, CMS, LHCb)/DC2

- (ATLAS) in 2004 saw first full chain

of computing models on grids

SC1 Basic transfer rates

4005

SC2 Basic transfer rates

SC3 Sustained rates, data
management, service reliability

* Focus on real and continuous
production use of the service over
several years (simulations since 2003,
cosmic ray data, etc.)

* Data and Service challenges to
exercise all aspects of the service — not
just for data transfers, but workloads,
support structures etc.

2006
SC4 Nominal LHC rates, disk=>
tape tests, all Tier 1s, some Tier 2s
2007
2008 ' CCRC’'08 Readiness challenge, all
| experiments, ~full computing
models
2009 ' STEP’09 Scale challenge, all
" experiments, full computing
models, tape recall + analysis
2010 |




LHC Schedule

e Peak luminosity —Integrated luminosity
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The HL-LHC computing challenge

a HL-LHC needs for ATLAS and CMS are above the expected hardware technology evolution (15%
to 20%/yr) and funding (flat)

a The main challenge is storage, but computing requirements grow 20-50x
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Events at HL-LHC

A Increased complexity due to much higher pile-up and
higher trigger rates will bring several challenges to

reconstruction algorithms

ATLAS: simulation for HL-LHC
with 200 vertices

CMS: event from 2017 with 78
reconstructed vertices ATLAS

EXPERIMENT
HL-LHC tf event in ATLAS ITK

cEn)
|
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data uploads SKAPhasell R
180@B 2023

~300®B/yearh

Googlel sciencellata

searches
98[#B

50@B&awata

Google

Internetfrchive Yearly@lata@olumes
~15EB

HL-LHC 2026
~600@BRawata

SKAPhaseR3 mid-2020’s HL-LHCE 2026
~1EBRciencel@lata ~1EBPhysics@ata

F ==u
0%0 Billion of these



10-year challenges

O HL-LHC will be a multi-Exabyte challenge

Storage and compute needs x10 above what naive technology extrapolation
will bring

Need to drive down costs: focus on performance, efficiency, operations, etc.
=>changes in computing and infrastructure models are necessary

O SKA will have similar data volumes on the same time-scale
A Opportunity for synergy — in particular in large scale facilities

SKA and LHC likely to be co-located in major facilities

Q But there is experience:

~15 years of grid development and successful operation for science
CERN has been operating a distributed DC for ~5 years

Large internet companies provide tools and experience that did not exist when
we started WLCG

Tools for managing interconnected DCs, cloud provisioning, etc.
Starting to prototype federated structures forthe future

Bologna, 10 October2018 lan.Bird@cem.ch
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Evolution of WLCG

a

Q

Community White Paper

- 1 year — bottom up review of LHC
computing topics

- 13 working groups on all aspects

- Outlines how HEP computing could
evolve to address computing
challenges
https://arxiv.org/abs/1712.06982

WLCG Strategy Document )

g Prioritisation of topics in the CWP from
the point of view of the HL-LHC
challenges

= Set out a number of R&D projects for
the next 5 years

. Running global system should evolve
towards HL-LHC
. http://cern.ch/go/Tg79

O Main R&D topics

Software performance, re-engineering,
algorithmic improvement

New techniques, e.g. ML/DL

Evolution of data management, access,
organization

Data lakes, transfer tools, protocols,
acces mechanisms, caching, etc.

Integration of heterogenous compute:
Architectures, HPC, cloud, etc.

Cost and technology evolution —
optimizing hardware cost

Reduction of data volumes
Managing operational costs

Bologna, 10 October2018

lan.Bird@cem.ch 21




Data (Lake)
Infrastructure

Compute
Infrastructure

©)

Asynchronous
Data Transfer

Simone.Campana@cern.ch-LHCC

Distributed Stl:lrage

Conceptual view of “data lake™

— T
[ T—

Distributed Regional Storage

Idea is to localize bulk
data in a cloud service
(Tier 1’s =» data lake):
minimize replication,
assure availability

Serve data to remote
(or local) compute —
grid, cloud, HPC, ??7?

Simple caching is all
that is needed at

compute site

Works at national,
regional, global scales

12/09/2018 22



Collaboration CERN - SKA - ™

O Recognition on both sides of potential synergies and msm s
requirements T
= Various ad-hoc interactions between communities + e
= Reviews and panels etc. &;$fﬁmmﬁm”
= Recently held a CERN-SKA “Big data” CERN COURIER p—
workshop in the UK Alan Turing Inst. ff::..'l?..cg“" co-operate on extreme

Q InJuly 2017 CERN and SKAO DG's signed a
collaboration agreement on computing, data
management, etc.
= Recognizing that both HL-LHC and SKA will be

Exabyte-scale scientific experiments on a
10-year timescale

@\ Bologna, 10 October2018
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Big-data co-operation agreement



ESFRI Science Projects
HL-LHC SKA

FAIR CTA
KM3Net JIVE-ERIC
ELT EST
EURO-VO EGO-VIRGO
(LSST) (CERN,ESO)

"
ESCAPE

European Science Cluster of Astronomy & Particle physics
ESFRI research infrastructures

e/

.
7 b |
P

—T. Task 2.3 Efficient Access to Compute

HTC/Grid

HPC

Task 2.1 Storage Services
e ——

Cloud/
commercial

Task 2.1 Data transfer services
T —————

Goals:

Prototype an infrastructure for the EOSC that is
adapted to the Exabyte-scale needs of the large
ESFRI science projects.

Ensure that the science communities drive the
development of the EOSC.

Has to address FAIR data management, long term
preservation, open access, open science, and
contribute to the EOSC catalogue of services.

Work Packages
WP2 — Data Infrastructure for Open Science

WP3 — Open-source scientific Software and
Service Repository

WP4 — Connecting ESFRI projects to EOSC through
VO framework

WP5 — ESFRI Science Analysis Platform

Data centres (funded in WP2)
CERN, INFN, DESY, GSI, Nikhef, SURFSara, RUG,

CCIN2P3, PIC, LAPP, INAF




HPC?

CERN
|
Z/

Q

Yes, BUT:

HPCs are here in HEP computing, here to stay and grow

o They require dedicated investment of effort

o  We require stable allocations, not just backfill, to make the investments pay;

resource acquisition model is important

They bring accelerators like GPUs with them, which we can't leave idle
Particularly crucial for ATLAS and CMS: on an HL-LHC timescale, major funding
agencies are mandating a very high profile for HPCs

o Beginning with a mandate to use the first exascale machine in the US in 2021
We've done the preparatory work for using accelerators in simu/reco, building
multithreaded frameworks, but we seem far from applications that are exascale
ready
Are machine learning applications -- or at least their training component -- the
most achievable path to apps for the first exascale machine in 20217

o Can we sketch out now more ambitious objectives for Run-4?
Many questions to answer: we must boost our development efforts and enlist

CS experts to help answer them
T. Wenaus September 2018 24
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HPC not designed for our applications, so not what we would choose to use
Each machine is a one-off, no common environment (software, usage)
Need federated identity support, and reasonable security environment

. Need external connectivity ...
Need real support for Exabyte-scale data processing (getting data to each core)

Only certain applications can (will ever?) make use of accelerators

Accelerated hardware available but it is hard to adopt

Need for serious modifications in the allocation model to get available and sustained resources




