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Objectives
• WP3 will identify and assess the components necessary to bring about a 

European Science Data Centre, both in hardware and software, from a total 
science delivery perspective 
• The focal questions are:
–“What does the ESDC need to do to maximise European science delivery from 

the SKA?”
–“How can we build such a science data centre, and at what cost?”

• WP3 will develop a set of recommendations for the design of the ESDC pertinent 
to its data handling strategy, scientific functionality and software environment
• WP3 will produce a high level architectural design for the ESDC and a sizing 

and costing estimate
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Deliverables
• D3.1 Analysis of compute load, data transfer and data storage 

anticipated as required for SKA Key science (M21)
• D3.2 Report on suggested solutions to address each of the key software 

areas associated with running a distributed ESDC (M24)
• D3.3 Preliminary System sizing report (M24)
• D3.4 Report on design & costing for ESDC (M36)
• D3.5 Report on suggested solutions to interface requirements for a 

distributed ESDC (M36)
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D3.1 Analysis of Computing and Storage Requirements

• Based on an analysis of the 13 High-Priority Science Objectives 
(HPSOs)
• These were selected by SKA, based on inputs from the Science 

Working Groups
• Taken to be representative of the future Key Science Projects
• HPSO observations finish after some period of time
–In a real observing programme, new projects will come along to replace 

them
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Use Cases
Use cases were selected:

1. to be representative of a wide range of 
processing models;

2. to cover a range of SKA science working 
groups;

3. to use a variety of SDP data products as 
input data;

4. to be high usage cases, i.e. they will 
need to be run as standard processing 
on the majority of datasets.
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Data Storage Requirements

6

Storage volume requirements depend on:

• Rate of ingest of Observatory data products;
• Rate of production of Advanced data products

Rate of ingest of Observatory data products was based on the 
SDP System Sizing, assuming that the ESRC holds a complete 
copy of all products

Rate of production of advanced data products was determined 
using the AENEAS processing Use Cases and was determined to 
be 3:1 in volume (output:input)

Also examined the number of data products expected as a 
function of time. Relevant for the choice of Data Management 
System (DMS)
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Data Storage Requirements
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Minimum storage needed to meet the 
needs of the HPSOs: 

• 744 PB per year for the first 10 
years of operation, and 

• 201 PB per year for the following 5 
years

The HPSO storage volume required by 
the SRC network is therefore 8.5 
Exabytes over the course of 15 years

Storage volume requirements depend on:

• Rate of ingest of Observatory data products;
• Rate of production of Advanced data products

Rate of ingest of Observatory data products was based on the 
SDP System Sizing, assuming that the ESRC holds a complete 
copy of all products

Rate of production of advanced data products was determined 
using the AENEAS processing Use Cases and was determined to 
be 3:1 in volume (output:input)

Also examined the number of data products expected as a 
function of time. Relevant for the choice of Data Management 
System (DMS)
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Data Processing Requirements
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Processing was examined in terms of
1.  compute load;
2.  memory requirements;
3.  potential for distribution;
4.  suitability of platform.
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Data Processing Requirements
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Minimum processing required to meet the needs of the 
HPSOs: ~26 PFlops

This is subject to strong assumptions:

• Re-processing / post-processing is performed only 
once for each primary data product;

• That processing of SDP data products for all HPSOs 
is performed at the same rate that they are 
ingested into the SRCs
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D3.2 Software Infrastructure
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In	Section	2	we	give	an	overview	of	the	full	computing	software	stack	foreseen	for	the	ESDC	comprising	the	
middleware,	 federated	 services	and	 the	 top-level	 software	 stack.	 For	each	of	 these	 components	we	give	an	
evaluation	based	on	currently	available	technologies	and	tools.	Section	3	briefly	discuss	the	application	layer	
that	is	matter	of	evaluation	from	WP5.		Section	4	evaluates	features	and	current	available	technologies	for	the	
top-level	software	stack.	Section	5	lists	the	required	elements	needed	for	a	federated	ESDC.	Sections	6	and	7	
focus	on	the	middleware	layer	and	the	infrastructure	services	respectively.	Finally,	for	each	section	we	give	a	
series	of	recommendation	for	the	implementation	of	the	ESDC	computing	environment.	

	

2.	SKA	DATA	CENTER	SOFTWARE	STACK	

The	ESDC	software	stack	is	foreseen	to	include	the	following	layers	and	personas	which	primarily	interact	with	
them:	

	

Figure	2.1:	ESDC	software	stack	and	users’	interaction.	

This	vertical	layered	approach	is	one	way	of	representing	the	separation	in	role	and	responsibility	of	each	part	
of	the	stack,	meant	to	convey	merely	conceptual	boundaries.	In	fact,	there	will	be	significant	overlap	between	
the	Site	Reliability	Engineer	SRE1	role,	and	the	production	manager	role	for	example,	particularly	for	business-
critical	workflows	such	as	the	SDP	re-processing.	

The	 separation	 of	 the	 platform	 into	 these	 logical	 layers	 serves	 to	 clarify	 descriptions	 of	 actual	
implementations.	Although	not	strictly	hierarchical,	the	general	 idea	is	that	applications	interact	with	APIs	of	

																																																													
1	SRE	here	refers	to	the	Site	Reliability	Engineer	-	the	modern	pattern	of	treating	operations	as	a	software-engineering	problem.	

• Top-level Software layer comprises all software 
components users interact with to their distributed 
applications

• Federated Services layer consists of all the components 
expected to be provided by each site to support SRC 
federation

•  Middleware (or Computing/PaaS) layer is the set of 
orchestration and support services necessary to support 
distributed compute workflows within SRC infrastructure

• Infrastructure Service layer includes basic services for 
setting up and maintaining a computing site infrastructure

Identified four categories of users: basic, intermediate,
advanced, and production managers, and made an
assessment of their requirements
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Some layers in more detail
• Applications (radio astronomy software)
– SDP pipelines, precursor/pathfinder software, legacy software
– Generic image analysis tools (source finders…)
– Tools for particular science goals (RM synthesis, EoR power spectrum estimation…)
– Visualisation tools
• Top-level software
– Programming frameworks for running workloads on distributed hardware
– Exposed to developers who want to write a new pipeline/application or modify an existing one
– Technologies: MPI+X, Spark, Dask, …
– Need ways to interact with the data: Jupyter notebooks, …
• Infrastructure services
– Container technologies (Docker, Shifter, Singularity, …)
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D3.3 Preliminary System Sizing
• Based on the computing and storage requirements identified in D3.1
• SRC sizing and costing follows same principles as the size and cost 

estimate for the SKA Science Data Processors
– Facilitates implementation of the SDP computing models at the European SRC
– Ensure consistency in projecting computing costs throughout the SKA project

• Assumes price date of 2025-02-01
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Projection of costs
The approach to the projection of costs follows the model 
adopted by the SKA Science Data Processor (SDP), which 
has been guided by the following methods

1.Accelerator costs are projected based on a quasi Moore’s Law base-lined 
on the prevailing GPU and CPU enterprise products at the reference date 
(2017-12-01);

2.Host CPUs are based on the current Intel Xeon processor family;
3.GPUs are based on the current Nvidia processor family;
4.Memory costs are projected based on an equivalent growth rate;
5.Network costs are based on a constant price per port and assume that the 

prevailing performance will increase driven by general market demands;
6.Storage costs are based on the prevailing Cost/GByte and projected 

based on industry-held growth-rates.
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2.3.1 Quasi-Moore’s	Law	Projection	

Projection	of	the	price	in	Euro	per	FLOP	or	per	Byte	is	estimated	using	a	Moore’s	Law	projection	with	
a	reference	date,	!!"# = 	2017-12-01,	and	a	Moore’s	Law	period	of	!! = 24	months1	until	2020-07-
01	and	a	period	of	!! = 48	months	after	that	time.	The	cost	reduction	factor	is	calculated	such	that:	

! ! =  2
!"
!!

!"
	where		!" = ! − !!"#.	

This	reduction	factor	at	the	price	date	is	f	=	5.42	based	on	this	model,	see	Figure	1.	

	

Figure	1:	Quasi	Moore's	Law	used	for	projection.	

2.3.2 Koomey’s	Law	Projection	

Consistent	with	the	cost	model	for	the	SKA	SDP,	we	acknowledge	that	the	evolution	of	FLOPs	per	
Watt	is	generally	assumed	to	follow	Koomey’s	Law;	however,	for	the	purpose	of	this	cost	estimate	
we	conservatively	assume	no	evolution	of	FLOPs	per	Watt.	

2.3.3 Storage	Density	Growth	Projection	

Following	the	SDP	plan	for	 long	term	storage,	SRC	storage	costs	assume	the	use	of	3.5”	SATA	hard	
disk	drives	scaling	 the	storage	density	per	hard	disk	 from	2018	to	2025	according	 to	 the	Advanced	
Storage	 Technology	 Consortium	 (ASTC)	 technology	 roadmap2,	 see	 Figure	 2,	 with	 a	 factor	 of	 2	
reduction	 in	 rate	 (from	 30%	 to	 15%)	 to	 account	 conservatively	 for	 uncertainties	 given	 the	 long	
timescale.	

																																																													
1	http://www.statisticbrain.com/average-historic-price-of-ram/	
2	http://idema.org/?page_id=5868	
3	https://ark.intel.com/products/126695/Intel-Core-i9-7940X-X-series-Processor-19_25M-Cache-up-to-4_30-
2	http://idema.org/?page_id=5868	
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Figure	2:	ASTC	technology	roadmap	for	storage	density.	

2.4 System	Sizing	Methodology	

The	 SRC	 System	 Sizing	 [1]	 estimates	 the	 size	 of	 the	 SRC	 system	 in	 terms	 of	 the	 required	

computational	performance	(in	PetaFLOPS)	and	storage	volume	(PetaBytes),	where	storage	volume	is	

taken	 to	 refer	 to	 long-term	 persistent	 storage.	 The	 European	 SRC	 Cost	Model	 is	 a	 scalable	model	

based	on	a	federated	architecture	and	uses	the	parameters	from	the	initial	SRC	System	Sizing	[1]	to	

determine	the	required	number	of	hardware	components	and	estimate	their	cumulative	cost.		

2.5 Contingency	

This	 document	 and	 the	 associated	 ESRC	 Cost	 Estimate	 adopt	 the	 TMT	 method	 for	 contingency	

calculations,	as	per	SKA	cost	estimation	guidance	[2].	

2.6 Hardware	spares	

Spares	are	included	in	the	ESRC	cost	estimate	at	a	level	commensurate	with	that	of	the	SKA	SDP.	This	

number	is	based	on	SDP	inherent	availability	requirement	(99.9%;	[4]).	Equivalent	availability	of	the	

ESRC	and	the	SDP	is	required	in	order	to	maintain	post-processing	of	SDP	data	products	at	a	rate	that	

matches	ingest	to	the	ESRC,	as	detailed	in	[1].	The	required	volume	of	on-site	spares	to	achieve	this	

availability	is	detailed	in	[4;5].	
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Compute Racks
• Compute racks form the basic unit of 

the SRC
– Self-contained, independent collection of servers 

and infrastructure needed to keep the compute 
rack running

• Assume rack contains
– 43 processing servers
– 2 (intermediate) storage servers
– 2 service servers
– 1 remote service node
• Consider two styles of processing 

server: HPC and HTC
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We	define	each	processing	server	as:	

HPC	Style	Processing	Server	 		HTC	Style	Processing	Server	

	 	

Table	3:	ESRC	Processing	server	definitions.	

	

Given	the	compute	models	described	in	AENEAS	Deliverable	3.1	[1],	we	also	assume	that	each	HPC-
style	or	HTC-style	server	will	also	require:	

• Substantial	local	storage	(10s	–	100s	TBytes);	
• High	I/O	connectivity.	

The	change	in	cost	for	the	compute	of	the	SRC	as	a	function	of	percentage	HTC	is	shown	in	Figure	3.	
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Variation of costs with assumptions
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Figure	3:	Variation	in	cost	with	percentage	of	total	compute	performed	on	HTC	processing	servers.	

	

3.1.1.2 Cores	

For	the	HTC-style	servers,	the	CPU	host	cores	are	costed	as	low-end	Xeon	Skylake	processors.	These	
are	optimised	for	latency	sensitive	operations,	appropriate	for	streaming	large	volumes	of	data.	We	
base	our	cost	estimate	for	this	item	on	the	Intel	i9-7940X	X-Series	processor3.	

Cost	 estimates	 for	 the	GPUs	 are	 based	 on	 those	 of	 the	 SDP,	which	 have	 tracked	 the	 evolution	 of	
Nvidia	GPUs,	assuming	that	Moore’s	Law	holds	until	2018	but	then	assuming	a	quasi-Moore’s	Law	for	
2019+.	The	SDP	Costing	Basis	of	Estimate	also	notes	that	no	price	decrease	has	been	seen	for	single	
GPU	 components	 due	 to	 a	 lack	 of	 competition	 in	 the	 accelerator	 market	 coupled	 with	 a	 rise	 in	
demand	due	to	the	AI	and	cryptocurrency	markets.	We	base	our	cost	estimate	for	this	 item	on	the	
Nvidia	Tesla	V100	PCIe	processor4.	We	note	that	our	reference	date	cost	estimate	for	this	item	differs	
from	the	SDP	estimate	by	~30%.	

CPU	work	cores	for	the	HTC	style	processing	servers	will	support	processing	and	are	costed	as	high-
end	Xeon	Skylake	processors.	These	are	optimised	for	throughput	rather	than	latency.	We	base	our	
cost	 estimate	 for	 this	 item	 on	 the	 Intel	 Xeon	 8160	 Platinum	 Skylake	 processor5.	 A	 comparison	 of	
performance	and	price	for	different	high-end	Intel	CPUs	can	be	found	in	Figure	3.	

																																																													
3	https://ark.intel.com/products/126695/Intel-Core-i9-7940X-X-series-Processor-19_25M-Cache-up-to-4_30-
GHz	
4	https://www.microway.com/hpc-tech-tips/nvidia-tesla-v100-price-analysis	
5	https://ark.intel.com/products/120501/Intel-Xeon-Platinum-8160-Processor-33M-Cache-2-10-GHz-	
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Figure	4:	Expected	performance	ranges	and	prices	for	high-end	Intel	Xeon	CPUs6.	

	

3.1.1.3 Working	Memory	

A	64	GB	working	memory	per	server	is	assumed	for	this	costing.	The	cost	of	increasing	this	memory	is	
illustrated	in	Figure	4.	As	can	be	seen	in	this	figure,	the	cost	of	increasing	working	memory	is	high.	A	
more	detailed	examination	of	the	volume	of	working	memory	required	on	average	for	the	regional	
data	centre	will	be	a	key	input	to	Deliverable	3.6.	

	

Figure	5:	Cost	as	a	function	of	Working	Memory.	

																																																													
6	https://www.microway.com/knowledge-center-articles/detailed-specifications-of-the-skylake-sp-intel-xeon-
processor-scalable-family-cpus/	
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3.1.2 Buffer	

In	addition	to	long-term	storage	of	both	primary	and	secondary	SKA	data	products,	the	regional	data	

centre	may	require	the	availability	of	intermediate	high	performance	storage	in	order	to	make	best	

use	of	 the	 available	processing.	 This	 intermediate	 storage	 is	 referred	 to	 as	 the	buffer	 and	 for	 cost	
reasons	it	 is	expected	that,	rather	than	being	100%	composed	of	high	performance	storage	such	as	

NVME	it	will	consist	of	a	mixture	of	such	high	performance,	but	expensive	performance	storage, and	
lower	performance	and	cheaper	capacity	storage.	For	the	SDP	these	two	components	are	referred	to	

as	hot	and	cold	storage,	respectively.	The	balance	between	hot	and	cold	storage	in	the	buffer,	as	well	
as	the	storage	volume	required	for	the	buffer,	must	be	taken	into	consideration	in	the	cost	model.		

The	 cost	 of	 the	 buffer	 scales	 linearly	 with	 the	 storage	 volume	 required.	 The	 default	 buffer	 size	

assumed	here	is	a	processing-load	scaled	analogue	of	the	SDP.	The	SDP	has	a	processing	load	of	~12	

PFLOPs	 per	 SDP,	 whilst	 the	 current	 estimate	 for	 the	 ESRC	 is	 ~3	 PFLOPs.	 We	 therefore	 assume	 a	

default	buffer	size	of	10	PetaBytes,	one	quarter	of	that	assumed	for	the	SDP.		

For	the	regional	data	centre	we	also	include	a	30%	overhead	on	the	size	of	this	buffer	to	account	for	

the	fact	that	the	ESRC	 is	 likely	to	be	distributed	and	therefore	data	availability	will	be	reduced	and	

more	inefficient	than	at	a	monolithic	centre	such	as	the	SDP.	

We	assume	a	base	ratio	of	25:75	for	hot:cold	storage	in	the	buffer;	the	variation	in	cost	for	the	buffer	

as	a	function	of	this	ratio	is	shown	in	Figure	5.	The	required	number	of	NVME	hot	storage	servers	is	

calculated	 purely	 on	 required	 storage	 volume	 –	 this	 differs	 from	 the	 SDP	 costing	 which	 uses	 the	

maximum	required	number	based	on	storage	volume	or	sustained	read	rate.		

	

	

Figure	6:	Cost	as	a	function	of	hot	storage	in	buffer.	

	

Basic assumption:
64 GB memory per server

Basic assumption:
Servers are all HPC

Basic assumption:
25% storage in “hot buffer”
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Cost Estimate

16

	

	
Author(s) A. Scaife AENEAS - 731016 
document aeneas-deliverable-3pt3.docx WP 3 
version: 1.5 Release date: ?? Public 

8	of	19	Introduction	

	

Table	1:	Current	cost	estimate.	

	

	

	

	

	

	

	

	

	

	

	

	

	

Base Cost 
Estimate, excl. 

Contingencies 
%

SRC
Tech 

Factor Tech %
Cost 

Factor Cost %
Sched 
Factor RISK SRC (Sub) Totals

TOTALS €27,987,500 €31,854,412 €31,854,412

Compute Hardware €13,926,012 18% €16,386,775 €16,386,775
Compute Rack
Compute Rack Processing (excl. working memory) €10,693,235 4               2% 6          1% 4 18% €12,618,017 €12,618,017
Compute Rack working (pool) memory €437,539 4               2% 6          1% 4 18% €516,296 €516,296
Compute Rack Spares € 106,932.35 4               2% 4          1% 4 16% €124,042 €124,042
Buffer Storage €838,246 3               2% 4          1% 4 14% €955,600 €955,600
Buffer Storage Spares € 8,382.46 3               2% 4          1% 4 14% €9,556 €9,556
Infrastructure (Racks, etc) €113,925 1               2% 6          1% 4 12% €127,596 €127,596
Interconnect System
Low Latency (inter-rrack) Core €1,329,211 4               2% 6          1% 4 18% €1,568,469 €1,568,469
Low Latency Network Spares € 132,921.08 4               2% 4          1% 4 16% €154,188 €154,188
Management Network (incl in CI)
Bulk Data Network €210,932 4               2% 6          1% 4 18% €248,899 €248,899
Bulk Data Network Spares € 21,093.16 4               2% 4          1% 4 16% €24,468 €24,468
Preservation and Delivery Network €30,542 4               2% 6          1% 4 18% €36,039 €36,039
Preservation and Delivery Network Spares € 3,054.18 4               2% 6          1% 4 18% €3,604 €3,604

Storage Hardware (per year) €14,061,488 10% €15,467,637 €15,467,637
Long Term Storage €9,801,867 1               2% 4          1% 4 10% €10,782,053 €10,782,053
Long term storage staging (HSM) €4,259,621 1               2% 4          1% 4 10% €4,685,584 €4,685,584

Contingency drivers Cost Estimate, incl. Contingency

Capital Expenditure for ESRC
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