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Current LTA status

• 5 million dataproducts 
• 800 million files 
• 400 TB per month archived 
• 60 TB per month retrieved
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Challenges: LOFAR archive

• Design Complexity 

• Data Model, provenance 

• Procedures 

• Databases, queries 

• Network 

• Authentication, ownership 

• User interfaces, documentation



Challenges: infrastructure

• Network connections 

• Security on high bandwidth 

• Storage/Retrieval parallelization, previews  

• Robustness, redundancy 

• Multi node service scaling 

• Inter-institute coordination 

• Monitoring, alarms 

• VM’s, cluster file systems, RAID



LOFAR LTA experiences

Operations: 
• Even simple becomes elaborate: ls, cp break 
• Limits of technology: RAID, disk/network speed 
• Not all problems can be corrected 
• Risk of scope creep due to evolving user requirements 

User: 
• It might take a month downloading data 
• It might take a day to get a file from tape 
• The files might not fit on their computer 
• Using a (GRID) cluster: jobs, scratch, debugging, ui 
• Using parallel file transfer 
• Sharing bandwidth, computing systems



LOFAR Pipeline software

• Now: custom pipeline software 

• Tailored to our (previous) cluster (distributed file system) 

• Distributes jobs over ssh 

• Plan 2016: move to Unicore (or Pegasus or Taverna) 

• Good abstraction between pipeline, jobs and specs 

• Grid/cloud support built in 

• Writing + visualizing pipelines becomes easier



Pipeline challenges

• User-contributed tools (CASA, python scripts, …) 

• Environments 

• Grid sites have different linux distributions 

• Distributed file systems 

• Specification 

• User friendliness 

• GUI / myexperiment? 

• Characterization 

• Scheduling 

• Monitoring



Work package 3, Task 3.3 
Data systems Integration



WP3.3 organization

• Please register for an account on asterics2020.eu: 
send mail to cimo@jive.eu   

• Track progress (meeting notes, etc.) on internal wiki:  
https://www.asterics2020.eu/dokuwiki/doku.php?id=intra:wp3:task3.3 

• Discuss technical matters on forum (open to public!):  
https://www.asterics2020.eu/phpbb/
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3. Developing prototype libraries that allow robust and optimised handling of secondary data 
streams and meta-data (environmental and engineering data, temporary local archive, device 
control software and observation scheduling), ensuring long-term & shared maintenance of the 
proposed products.  
 

4. Benchmarking low-power computer platforms (including Multicore, MIC, Microservers, GPU, 
FPGA, ARM) and software technologies/methods for data-driven scalable parallel 
programming. This subtask will also follow a three-step approach, and will last the full 
ASTERICS project duration, since it will evolve by monitoring the continuous evolution of the 
technologies and could be also inspired by progress made in other scientific domains. The 
expected measurable value is the up-take of these new computing and information 
technologies by the ESFRI facilities and there platforms.  

 
 
Task 3.3 D-INT: Data systems INTegration  

Partner LAPP ASTRON INAF UCAM UCM IFAE FAU INFN 
Effort (PM) 72 48 48 48 8 14 36 6 

 
The major common challenge addressed in this task is scaling-up existing databases and storage 
architectures beyond the Peta-scale level, while allowing for more complex queries addressing 
both primary sensor data and secondary data-streams. This task will involve:  
 
1. Collecting use cases from existing facilities (in particular LOFAR) that place extreme 

requirements on the databases and the e-infrastructures on which they are deployed, and 
develop these into benchmarks for future facilities and technologies (in particular the Extremely 
Large Data Base “XLDB” initiative) aiming for full interoperability. This will allow the ESFRI and 
related pathfinder facilities to optimally engage with providers of e-infrastructures.  

2. Developing of prototype benchmarks for testing within a larger multidisciplinary context (in 
particular the XLDB initiative) aiming for interoperability. The current investigation and 
prototypes of some partners are around the Qserv solutions or new generation DBs such as 
Cassandra or MongoDB. These will be used as examples and compared to the use cases of 
other projects.  

3. Developing a portfolio of open services for data integration, based on existing Data 
Management System services like FLUME, RUCIO and Hadoop but extending these with 
optimised software modules to support e.g. VO-integration (in collaboration with WP4), and 
data interoperability between primary and secondary data-streams. Some services are already 
well known and applied, therefore a minimal repository can be made available in the first year. 
The repository will continuously be filled with new results of common work.  

4. Extending software frameworks for data catalogues and query solutions to maximise data 
integration. This requires the reduction of latency for high data rates and the integration of 
multi-parameter Instrument Response Functions. Benchmarking and verification will be done 
through real pathfinder data, as well as Monte Carlo simulations. The complete software will be 
made available through the service repository.  

Task 3.4 D-ANA:  Data ANAlysis/interpretation  

Partner INAF UCAM LAPP IAP APC CPPM CEA ASTRON JIVE INFN 
Effort (PM) 36 60 30 36 24 6 36 24 24 18 

In this area of the data flow, there is a common challenge to assess the quality of Petascale data 
sets and execute automatic analysis to reduce their size. This task is therefore concerned with:  

1. Developing a collection of statistically robust and domain independent open source software 
libraries for data analysis and data mining on Peta-scale datasets. This will enable a sustained  

http://asterics2020.eu
mailto:cimo@jive.eu
https://www.asterics2020.eu/dokuwiki/doku.php?id=intra:wp3:task3.3
https://www.asterics2020.eu/phpbb/


WP3.3 deliverables
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community-based effort towards excellent exploitation of all data generated by the ESFRI and 
pathfinder facilities. The initial set of libraries developed within this task are in particular:  
    
x Statistically robust approaches (Bayesian and likelihood analyses) to advance cross-

matching between catalogues and transients detected via different instruments  
 

x Domain independent image analysis for simultaneous feature classification and extraction 
in multi-dimensional/multi-resolution data where the data are from multiple instruments. 

 
x Effective likelihood reconstruction methods and new graphical processing approaches 

(mainly for event-based and signal-based projects but not exclusively) optimised for new 
computing technologies and maximum efficiency.  

 
2. Establishing a common set of workflow architectures for the orchestration of compute intensive 

analysis of Peta-scale datasets on distributed computing infrastructures. This involves 
providing use cases and technical requirements, designing and testing of workflow engines on 
distributed compute-intensive systems, and improving existing authorisation, authentication 
and accounting protocols (e.g. eduGAIN services). In this respect, the cooperation with projects 
supported by the European Commission through the call EINFRA-7-2014, “Provision of core 
services across e-infrastructures” aimed to produce a global authorisation and authentication 
infrastructure is foreseen. Dedicated working meetings in the first stage of the project (M6) will 
be organized between the OBELICS partners and e-infrastructures providers, identifying the 
services to be adopted, explored or further developed through a shared approach.  
 

All activities in this task will liaise and be complementary with WP4 (DADI), interfacing the 
respective activities will allow that the data, managed through the mechanisms identified and built 
by WP3, are archived, accessed, discovered and interoperated through the mechanisms defined 
by WP4. 
 
 
 
Deliverables  
 

Nr Description Task Month 

D3.1 Detailed WP3 Project plan 3.1 4 

D3.2, 3.6, 3.10 Annual user engagement forum, workshops and 
training events 

3.1 12, 24, 36 

D3.3 Analysis Report on Standards and Libraries 3.2 12 

D3.4, 3.17 Release of Software Libraries  3.4 12, 48 

D3.5 Analysis Report on Resource Requirements 3.3 18 

D3.7, 3.15 Processing Platform Technology Benchmark Report 3.2 24, 48 

D3.8, 3.16 Database Technology Benchmark Report  3.3 24, 48 

D3.9 Statistical Solvers Technology Benchmark Report 3.4 24 

D3.11 Analysis Report on Frameworks and Architectures 3.2 36 

D3.12 Repository of Services 3.3 36 

D3.13 Repository of WMS Services 3.4 36 

D3.14 Final Integral WP3 Report 3.1 48 
 

Nov 2016

May 2017

May 2018


