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Legacy Survey of Space and Time
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Rubin aims to survey the southern sky and deliver a 
catalog of 20 billion galaxies and 17 billion stars 
with their associated physical properties

science 
collaborations

raw images

alerts

science-ready images

astronomical catalog

https://www.lsst.org/scientists/glossary-acronyms
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LSST overview

● Principle of operations 
● 90% of the observing time of the telescope devoted to a deep-wide-fast survey 
● one complete visit of the southern hemisphere sky every 3-4 nights for 10 years, from 

late 2025 
● each patch of the observable sky to be visited about 800 times 
● 43% of the celestial sphere will be covered by this survey 

● Science themes 
● determining the nature of dark energy and dark matter 
● taking an inventory of the solar system 
● exploring the transient optical sky 
● mapping the structure and evolution of the Milky Way
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https://www.lsst.org/scientists/glossary-acronyms
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Observatory Overview
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Observatory overview
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southern hemisphere | 2647m a.s.l. | 
stable air | clear sky | dark nights | 
good infrastructure

main mirror ⌀ 8.4 m (effective 6.4 m) 
| large aperture: f/1.234 | wide field 
of view | 350 ton | compact | to be 
repositioned about 3M times over 
10 years of operations

3.2 G pixels  | ⌀ 1.65 m  |  3.7 m 
long  |  3 ton | 3 lenses  | 3.5° 
field of view  | 9.6 deg2 | 6  filters 
ugrizy | 320-1050 nm

SITE TELESCOPE CAMERA

Source: LSST: from Science Drivers to Reference Design and Anticipated Data Products

https://www.lsst.org/scientists/glossary-acronyms
https://arxiv.org/abs/0805.2366


Image: Google Earth
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Credit: Rubin Obs/NSF/AURA/H. Stockebrand
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Raw data 
6.4 GB per exposure (compressed) 
2000 science + 500 calibration images 
per night 
16 TB per night 
300 nights per year, ~5 PB per year 

Aggregated data over 10 
years of operations*, including 
derived data 

image collection: ~6M exposures 
final catalog database: 15 PB

* source: LSST Key Numbers

https://www.lsst.org/scientists/keynumbers
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Cumulative data volume
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~0.5 EB of data 
by the end of the 
survey by 2035

raw image data (~50 PB)

https://www.lsst.org/scientists/glossary-acronyms
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Data Processing and Data Products
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https://www.lsst.org/scientists/glossary-acronyms
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Rubin data processing and data products
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https://www.lsst.org/scientists/glossary-acronyms
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Rubin Long Haul Network
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● More than 100,000 kms of fiber 
(46% underwater) crossing 6 
countries 

● 16 points of presence along the 
primary path 

● 15 engineers from several research 
and education organizations

Adapted from C. Silva, Rubin Observatory

primary path

first backup path

observatory archive site 
(SLAC)

https://www.lsst.org/scientists/glossary-acronyms
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Alert Production
● Difference Image Analysis performed on science images to detect varying sources (position 

or flux) 
● an alert is generated, recorded and emitted for public consumption  
● alert packet composed of data about the source (coordinates, photometry) and 30x30 

pixels image cutout 
● Alert processing performed at the US data facility and alert stream sent to community-

developed alert brokers 
● within 60 seconds of image readout 
● about 10 million alert packets emitted per night, ~82 KB each 
● by the 10th year of the survey, size of the alert database to be about 2.2 PB 

● Seven community brokers will receive the Rubin alert stream, ingest it, filter it, augment it 
(e.g. classification) and redistribute it publicly 
● ALERCE, AMPEL, ANTARES, Babamul, Fink, Lasair, Pitt-Google

19

More information: Rubin Alert Brokers

https://www.lsst.org/scientists/glossary-acronyms
https://alerce.science
https://github.com/AmpelProject
https://antares.noirlab.edu
https://docs.babamul.dev
https://fink-broker.org
https://lasair.lsst.ac.uk
https://pitt-broker.readthedocs.io
https://www.lsst.org/scientists/alert-brokers


Source: J. Peloton (Fink) 
More information: https://fink-broker.org

https://fink-broker.org/
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LSST Science Pipelines
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LSST Science Pipelines

● Major processing steps 
● single-frame processing 
● calibration 
● image coaddition 
● coadd processing 
● catalog production

22

Details available in: 
• An Overview of the LSST Image Processing Pipelines, by J. Bosch et al. 
• Rubin Observatory Data Products Definition Document, by M. Jurić et al.

https://www.lsst.org/scientists/glossary-acronyms
https://arxiv.org/abs/1812.03248
https://lse-163.lsst.io
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LSST Science Pipelines (cont.)

Lower layer written in C++ for 
performance 
  
Upper layer in Python for 
convenience and expressivity 

Open source: 
https://github.com/lsst 

Very good documentation: 
https://pipelines.lsst.io 
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Source: T. Jenness, Rubin Observatory

https://www.lsst.org/scientists/glossary-acronyms
https://github.com/lsst
https://pipelines.lsst.io
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LSST Science Pipelines (cont.)

● We use CernVM-FS for distributing the LSST science pipelines to the three Rubin data 
facilities and beyond 
● personal computers, other sites (NERSC, OpenScience Grid, etc.) 
● weekly and stable releases 

● Two packaging formats 
● conda-based environment 
● Apptainer container images 

● 800+ third party packages in the conda environment + 100 LSST packages 
● Base operating system: currently transitioning from CentOS 7 to AlmaLinux 9 

● execution of the pipelines work on several flavors of Linux (both x86 and aarch64) as 
well as on macOS (both x86 and arm64) 

● More information: https://sw.lsst.eu 

24

https://www.lsst.org/scientists/glossary-acronyms
https://sw.lsst.eu
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Rubin Data Butler
● Middleware which abstracts the data access details from the developers of the image processing science algorithms  

● exposes in-memory Python objects: hides the details of where the data are being read or written, what file 
format is used, what data transport protocol is used, etc. 

● users can locate data using common astronomical concepts (e.g. patch of the sky, physical filter, detector id, 
exposure id, observation identifier, etc.) 

● Main components: 
● registry: catalog of files organized conceptually and associated with astronomical concepts; not concerned 

with where or how data is persisted 
● datastore: responsible for serialization (deserialization) of Python objects to (from) a storage system 

● Registry is backed by a relational database 
● typically PostgreSQL for production, sqlite for small amounts of data and for testing 

● Datastore is where files are actually persisted 
● supported protocols: S3, Google Cloud Storage, webDAV and POSIX 
● implements a caching system using local storage (memory or disk) 

● Butler exposes both a CLI and a Python API

25

Details: The Vera C. Rubin Observatory Data Butler and Pipeline Execution System by T. Jenness et al.

https://www.lsst.org/scientists/glossary-acronyms
https://arxiv.org/pdf/2206.14941
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Data Release Processing
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Data release processing

● Data release processing: annual campaign of reprocessing all the raw images 
collected since the beginning of the survey 
● data products: science-ready images and astronomical catalog 

● To be performed at three Rubin data facilities 
● US data facility (SLAC National Accelerator Laboratory, CA, USA) — 35% 
● UK data facility (IRIS and GridPP, UK) — 25% 
● French data facility (CC-IN2P3, Lyon, FR) — 40% 

● US data facility is the observatory archive site: stores and serves a full copy of raw 
and published data products 

● Connectivity among those facilities provided by ESnet (transatlantic segment from/
to SLAC), GEANT (within Europe), JANET (UK) and RENATER (FR)

27

https://www.lsst.org/scientists/glossary-acronyms
https://www6.slac.stanford.edu/facilities/lsst
https://www.iris.ac.uk
https://www.gridpp.ac.uk
https://cc.in2p3.fr/en/
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Distributed image processing
● A Rubin data facility is typically composed of a compute 

element and one or more Data Butler repositories 
● Compute element 

● exposes the site’s batch farm to the workflow 
executor 

● typically composed of Nordugrid’s ARC CE and Slurm 
● Data Butler 

● registry database: PostgreSQL 
● datastore: Weka (S3) at US facility, dCache (webDAV) 

at French facility, XrootD (webDAV) at UK facility 
● Rucio storage elements exposing the Butler data stores 

● for intermediate and final data products exchange 
between the facilities

28

https://www.lsst.org/scientists/glossary-acronyms
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Distributed image processing (cont.)
● Rubin’s Batch Processing Service (BPS) 

● generates the workflow to be 
executed at each facility: a directed 
acyclic graph of independent units of 
work 

● takes into account data 
dependencies and data location 

● PanDA 
● creates pilot jobs and coordinates 

the execution of the workflow 
● each job executes one or several 

science algorithms over a set of input 
data, stores output data in the Butler 
repository local to the facility

29

https://www.lsst.org/scientists/glossary-acronyms
https://pipelines.lsst.io/modules/lsst.ctrl.bps/index.html
https://panda-wms.readthedocs.io/en/latest/index.html
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Inter-site data replication
● Butler repositories only record information about data local to 

each data facility 
● To compile a data release we need to transfer final (and some 

intermediate) data products to the archive site at the US facility 
and ingest them into the local Butler repository 

● Data replication is driven by Cern’s Rucio & FTS 
● relevant Butler datasets to be replicated among the facilities 

are registered into Rucio and replication rules configured 
● FTS executes the transfers on behalf of Rucio 

● Upon arrival of files at each facility, a daemon ingests the 
replicated files into the local Butler repo 

● file arrival is detected by listening to Rucio’s Hermes events 
emitted through Kafka 

● Identification of what files need to be replicated and registration 
into local Butler is performed by Rubin-specific tools

30

Data replication over high-latency network links

https://www.lsst.org/scientists/glossary-acronyms
https://rucio.cern.ch
https://fts.web.cern.ch/fts/
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Projected data transfer rates
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These estimations make some 
assumptions that we may 
need to revisit as we learn 
how data reprocessing will 
proceed in real-life conditions

Year of Survey
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Estimated Max Network Transfer Rates

Adapted from R. Dubois, Rubin Observatory

https://www.lsst.org/scientists/glossary-acronyms


Vera C. Rubin Observatory Acronyms & Glossary

Data Products
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Astronomical catalog database
● Read-only relational database 

● contains the physical properties of the celestial objects and light sources detected by 
processing the science images 

● exposes a subset of SQL to scientists 
● repopulated every year with the contents of the latest data release 

● Few number of very tall tables

33

table rows columns storage

ForcedSource 50 T 10s 2 PB

Source 9 T 100s 5 PB

ObjectExtra 1.5 T 1000s 1.2 PB

Object 47 B 1000s 100 TB

Adapted from F. Mueller, Rubin Observatory Details about the columns: Data Preview 0.2 Schema Browser

https://www.lsst.org/scientists/glossary-acronyms
https://dm.lsst.org/sdm_schemas/browser/dp02.html


Vera C. Rubin Observatory Acronyms & Glossary

Astronomical catalog database (cont.)

● Data spatially partitioned: catalog 
contents physically distributed over a 
set of independent database servers 

● Qserv — packaged as a Kubernetes 
application

34

Details: https://qserv.lsst.io 

request response

https://www.lsst.org/scientists/glossary-acronyms
https://qserv.lsst.io
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Rubin Science Platform            https://data.lsst.cloud

● Integrated web-based environment for interactive 
scientific exploration of image and catalog data 
● both GUI and programmatic interfaces 
● execution of Python notebooks 
● visualization of images, navigation, tabular 

data, graphics 
● interfaced with LSST own catalog as well as 

external catalogs (via IVOA interfaces) 
● Architected as a set of cooperating services 

orchestrated by Kubernetes 

● Click here for a short video (8 min) demonstrating 
the science platform in action, prepared by G. 
Mainetti

35

Further details: LSST Science Platform Vision Document

https://www.lsst.org/scientists/glossary-acronyms
https://data.lsst.cloud
https://me.lsst.eu/mainetti/Rubin_Data_%20Products.mp4
https://lse-319.lsst.io
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Data Access Centers
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Data Access Centers (DACs)
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Data Access Center Chile, US

Full Independent DAC UK

Lite Independent DAC
Argentina, Australia, Brazil, Canada, 
Denmark, Japan (x2), Mexico, Poland, 
Slovenia, South Korea, Spain

Scientific Processing Center Croatia
Data Facilities France, UK, US

• Two Data Access Centers managed by the Rubin 
project to serve released data to scientific 
communities 

• Lite Independent Data Access centers are in-kind 
contributions. They intend to store and serve a 
subset of data

https://www.lsst.org/scientists/glossary-acronyms
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Technical Documentation
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https://www.lsst.org/scientists/glossary-acronyms


https://lsst.io

https://lsst.io
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Summary
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Summary

● Rubin is currently in an advanced phase of preparation of its distributed data 
processing infrastructure 
● preview of data products are available: https://dp0-2.lsst.io  
● still a lot of work to do 

● Eager to re-use and integrate processing models, practices and tools proven 
effective for other science projects with Rubin-specific tools 
● Rucio, FTS, CernVM FS, PanDA 
● IVOA standards 

● Many details still to be sorted out and adapted to real-life processing conditions
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https://www.lsst.org/scientists/glossary-acronyms
https://dp0-2.lsst.io
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Questions & Comments
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