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Next Generation Instruments are Producing Overwhelming Amounts of Data
Complexity of Experiments is Booming and Human Insight is Now the Bottleneck

VLA - USA

LOFAR - EUROPE

FAST - CHINA

ngVLA – 244 Dishes
100 Petabytes per Year

SKA – 200 Dishes
1 Exabyte per Year

Radio Astronomy Particle Physics

High Luminosity LHC
100x Data than Higgs Boson Discovery

Advanced Laser Systems
100x Increase in Repetition Rate

Light Sources

APS-U – >60 beamlines
100-200 Petabytes per Year

Free Electron Laser LCLS-II
1 MHz Rep-Rate Upgrade



Resolving the Data Deluge with Edge Supercomputing
Online AI Processing Enables Autonomous Experiments, Reduces Infrastructure Costs, Improves 

Upgradability, and Simplifies the Developer Experience
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Edge Supercomputing
AI Training | Simulation | Real Time Deployment
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Real Time Data Analysis at the Edge 
AI, Combined With Streaming Data and Unprecedented Rates, Welcomes New Scientific Discoveries

Nanoscale Imaging of Materials
Real Time Ptychography with NSLS-II and DECTRIS

AI Search for Pulsars and Technosignatures
AI as a Detector with the SETI Institute and the Allen 

Telescope Array

Self Driving Experiments
AI Guided Fusion Research with Lawrence Livermore National 

Laboratory



Holoscan

AI-Enabled, Real-Time Sensor 
Processing Platform



NVIDIA Holoscan
SDK for Building AI-Enabled Sensor Processing Applications

▪ C++ and Python APIs for 
domain agnostic sensor data 
processing workflows

▪ Multi-Node and Multi-GPU 
support with advanced 
pipeline scheduling options 
and network-aware data 
movement

▪ AI Inference with pluggable 
backends such as ONNX, 
Torchscript, and TensorRT

▪ Scalable from Jetson Orin 
Nano (ARM + GPU) to Grace 
Hopper

▪ Apache 2 Licensed and 
Available on GitHub

Features

▪ Simplifies sensor I/O to 
GPU

▪ Simplifies the performant 
deployment of an AI model 
in a streaming pipeline

▪ Provides customizable, 
reusable, and flexible 
components to build and 
deploy GPU-accelerated 
algorithms

▪ Scale workloads with 
Holoscan’s distributed 
computing features

▪ Deploy to the Cloud with 
Holoscan App Packager and 
Kubernetes

Benefits

GitHub

https://github.com/nvidia-holoscan/holoscan-sdk
https://github.com/nvidia-holoscan/holoscan-sdk


AI Enabled and Science Programmable Data Acquisition (DAQ)
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Holoscan Advanced Network Operator
Simplification of Moving Data To and From GPU at Line Rate

Advanced Network Operator

Focus on Performance: Any Ethernet Packet (UDP, 

VITA-49, etc) to and from GPU at Line Rate

Bypasses Linux kernel for access directly to NIC DMA 

buffers

Requires a Mellanox/NVIDIA Network Interface Card (NIC)

Zero-copy interface from NIC into user buffers or 

directly to GPU

Supports multiple backends (DOCA DPDK, Rivermax, 

GPUNetIO, RoCEv2) with YAML configuration

Python bindings are in progress

ANO RX
Custom Op

FFT
VizUDP

200 Gbps

Learn more about the ANO on Holohub

YAML Configuration – Header Data Split

https://nvidia-holoscan.github.io/holohub/tutorials/high_performance_networking/
https://nvidia-holoscan.github.io/holohub/tutorials/high_performance_networking/


Radio Astronomy



Next Generation Digital Backend for Radio Astronomy
Allen Telescope Array – Real Time AI Technosignature Search





First Real-Time Pure AI Detection of a Pulsar Using Raw Streaming Sensor Data
Holoscan Enables Real-Time AI-Powered Sensor Workloads at the Edge

Pulsar in the Crab Nebula Holoscan From Beamformer to AI Model Signal Detection Beyond Noise

*Copyright NASA, SETI Institute

Crab Nebula Hit @ 1.236 GHz

(2025-02-10T17:04:02.572864Z) [100.0000%] 

Sensors

Raw Sensor Data

Advanced Network Operator 

GPU Beamforming Operator 

AI Inferencing Operator 

Real-Time Visualization
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600x Speedup | 160x Faster than Real Time | 10x Reduction in False Alarms



A New AI Digital Backend for Radio Astronomy
GPU Digital Backend Adoption at Other Radio Observatories

ASTRON – Westerbork Radio Observatory
All-Sky Monitor for Billion+ Star Search

NenuFar
French SKA Pathfinder – Fast Radio Burst Detection

GMRT
India SKA Pathfinder – Fast Radio Burst and Pulsar Detection



How We Did It
… and How You Can Too!



Technosignatures and ML Based Detection
Higher Sensitivity, Lower False Positives, Faster Computational Speed

Zhang et Al
72 New FRB Detections from Recorded Data at GBO

Ma et Al
8 Previously Undetected SETI Signals of Interest

Ma et Al
Real Time End to End DL Algorithm for FRB Detection

“I am making slides for the SciPy conference and have a talk on 

real time AI detection of fast radio bursts. I would like to create 

an image that says our paper is in review. This text should be 

prominently displayed but also feature images of construction 

cones and or radio astronomy things”



Model Generation and Training



Fast Radio Burst Neural Network (FRBNN)
Real-Time End-to-End Deep Learning Algorithm for Fast Radio Burst Detection

• Designed for Fast Radio Bursts (FRBs) detection.

• Lightweight model (82 MB) based on ResNet.

• Efficient TensorRT inference in real time.

• Simulation augmented training dataset:

• Real observations from the Allen Telescope Array as base.

• Simulated bursts synthetized via SciPy Signal and 
InjectFRB.

• Resulted in 300 GB set containing 200K bursts.

• High recall rate throughout wide range of SNRs. 

• Tested in a real-time setting at the Allen Telescope Array 
(ATA).

• Successfully identified the Crab Pulsar (PSR B0531+21) 
bursts.

• Paper (Ma et al. 2025) under review Astronomy & 
Astrophysics.

https://github.com/PetchMa/frbnn

Crab Nebula Hit @ 1.236 GHz

(2025-02-10T17:04:02.572864Z) [100.0000%] 

Pulsar Signal

https://github.com/liamconnor/injectfrb/tree/master


Deployment



Stelline
Next Generation Digital Signal Processing Pipeline

• Modular and composable real-time processing 
framework based on NVIDIA Holoscan.

• Aggregates custom Holoscan operators and glue code:

• BLADE: Digital Signal Processing operators used for 
beamforming, correlation, etc.

• TensorRT: Efficient inference in real-time on 
spectrogram data. Used by the FRBNN project.

• Transport: Data reception via RDMA using the Advanced 
Network Operator.

• Filesystem: Leverages NVIDIA GPUDirect Storage to 
store data to disk directly from the GPU memory. 
Support for HDF5 planned soon.

• Aims to replace the CPU-based pipeline at the Allen 
Telescope Array and other telescopes around the 
world.

• Customizable pipelines defined via YAML file.

https://github.com/luigifcruz/stelline



BLADE
Breakthrough Listen Accelerated DSP Engine

• In-house Digital Signal Processing library.

• Focused on beamforming and correlation.

• Used at the Allen Telescope Array since 2022:

• Process data from 28 antennas with more soon!

• Each antenna produces ~3.0 GHz of bandwidth.

• Equates to an aggregated 1.4 Tbps of data.

• Acts as a common interface between astronomy 
libraries.

• Accelerated via CUDA kernels compiled just-in-time.

• Provides Python bindings for easy prototyping.

https://github.com/luigifcruz/blade



Hardware Architectures for HPC 
and AI at the Edge



Hardware Architectures for HPC and AI at the Edge
Different Options for Different Sensor Requirements

Embedded Edge Industrial Edge Enterprise Edge Data Center / HPC Edge

Jetson Thor 
40-130W

128GB
2070 TFTOPS (FP4)

Jetson Orin
7-65W

Up to 64GB
34 – 275 TOPS (INT8)

IGX Thor
130W – 430W
128GB + 96GB

2070 – 5581 TFLOPS (FP4)

IGX Orin
15-125W

64GB + 48GB
248 - 1705 TOPS (INT8)

Edge GPU 
(RTX 6000 Pro/ L40S/L4)

40W-600W
Up to 96 GB

Up to 3700 TFLOPS (FP4)

DGX Spark/ Station
TBD

128 GB / 784 GB
1 PFLOPS (FP4) / 20 PFLOPS (FP4) 

GH 200
450W – 1000W

624GB
4 PF AI Perf

< 100 GbE I/O Thor

< 10 GbE I/O Orin

< 400 GbE I/O Thor

< 200 GbE I/O Orin

< 400 GbE

Scalable per NIC/GPU

~1 Tbps I/O



Getting Started



Getting Started with Holoscan

Holoscan References

https://github.com/nvidia-holoscan/holoscan-sdk

docker pull nvcr.io/nvidia/clara-holoscan/holoscan:v3.6.0-dgpu

pip install holoscan
conda install –c conda-forge holoscan

https://docs.nvidia.com/clara-holoscan/sdk-user-guide/index.html

Debian Packages available on NGC

https://github.com/nvidia-holoscan/holoscan-sdk
https://github.com/nvidia-holoscan/holoscan-sdk
https://github.com/nvidia-holoscan/holoscan-sdk
https://github.com/nvidia-holoscan/holoscan-sdk
https://github.com/nvidia-holoscan/holoscan-sdk
https://docs.nvidia.com/clara-holoscan/sdk-user-guide/index.html
https://docs.nvidia.com/clara-holoscan/sdk-user-guide/index.html
https://docs.nvidia.com/clara-holoscan/sdk-user-guide/index.html
https://docs.nvidia.com/clara-holoscan/sdk-user-guide/index.html
https://docs.nvidia.com/clara-holoscan/sdk-user-guide/index.html
https://docs.nvidia.com/clara-holoscan/sdk-user-guide/index.html
https://docs.nvidia.com/clara-holoscan/sdk-user-guide/index.html
https://catalog.ngc.nvidia.com/orgs/nvidia/teams/clara-holoscan/resources/holoscan_dev_deb


Holoscan Reference 
Applications
Sample Holoscan Applications, Tutorials, 
and Helpful Operators

IO: UDP Ethernet, Lidar, High Speed Cameras, SDR, SAR, 3D Volumes

AI: Segmentation, Tracking, AR/VR, LLMs

Tools/Tutorial: MATLAB, MONAI, Playground on AWS, Scaling Apps 

GitHub




	Slide 1: AI as a Detector: Real Time AI Technosignature Search
	Slide 2: Next Generation Instruments are Producing Overwhelming Amounts of Data
	Slide 3: Resolving the Data Deluge with Edge Supercomputing
	Slide 4: Edge Supercomputing
	Slide 5: Real Time Data Analysis at the Edge 
	Slide 6
	Slide 7: NVIDIA Holoscan
	Slide 8: AI Enabled and Science Programmable Data Acquisition (DAQ)
	Slide 9: Holoscan Advanced Network Operator
	Slide 10
	Slide 11: Next Generation Digital Backend for Radio Astronomy
	Slide 12
	Slide 13: First Real-Time Pure AI Detection of a Pulsar Using Raw Streaming Sensor Data
	Slide 14: A New AI Digital Backend for Radio Astronomy
	Slide 15
	Slide 16: Technosignatures and ML Based Detection
	Slide 17
	Slide 18: Fast Radio Burst Neural Network (FRBNN)
	Slide 19
	Slide 20: Stelline
	Slide 21: BLADE
	Slide 22
	Slide 23: Hardware Architectures for HPC and AI at the Edge
	Slide 24
	Slide 25: Getting Started with Holoscan
	Slide 26: Holoscan Reference Applications
	Slide 27

