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CERN

International organisation close

to Geneva, S’[raddling Swiss- “Science for peace”

French border, founded 1954 by

12 Member States {nheem“g:rng::;g of CERN

Facilities for fundamental i

research in particle physics ~
N T ee— g | e
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22 member states,
1 B CHF budget
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S 8 % § E 8 £ ¢ § 3

1 oo =
~3'200 staff, fellows, —
apprentices,...

Associate member: Serbia, Cyprus, Turkey, Pakistan, Ukraine
Observers: European Commission, India, Japan, Russia,

UNESCO, United States of America
Numerous non-member states with collaboration agreements

~13’100 associates
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Large Hadron Col ider & Detectors
pp, B-Physics, CP Violation
ATLA_‘S & CMS: (matter-antlmatter symmetry) &= T N
| Ge_neral Purpose experlmentg w/ pp and heavy ions - Ve 4 N0
Discovery of new physics: Higgs, SuperSymmetry " S

CERN e

—ezs 5 ‘"Exploratlon ofa‘, =

= new-ernergy frontier=
m"ﬁ’p and- Pb Pb CO||ISIOnS

Heavy ions, pp
(state of matter
of early universe)

LHC- - 27 ki~

ATLAS experiment (as example)
< Collaboration: ~3’000 scientists
Detector: 25 m diameter, 46 m length, 7°000 tons

LHC ring:
~100 million electronic channels

27 km circumference

Thousands of superconducting magnets (1.9 K)
< Data rate: 1 PB/s filtered down

to 1-2 GB/s stored @ Tier-0

o

7
*

<+ Beams Energy
% Run1(2010-2013): 4 + 4 TeV
Run 2 (2015-2018): 6.5 + 6.5 TeV
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HC Computing in 2016

178 PiB 500 Mil

LHC performance is above ~ ~160 PB on tape at CERN "/ oo
expectations ~500 M files //

89 PiB

— 10.7 PB raw data recorded in July 2016 200 Mi
— June-Aug 2016 >500 TB / day e // 100 Wi

2002-1 2004-1 2006-1 2008-1 2010-1 2012-1 2014-1 2016-1
== fileSize Current: 148.6 PiB sizeOnTape Current: 159.9 PiB fileCount Current: 476 Mil

size
unoo

Data distribution to WLCG sites

— Distributed >80 PB/month, rate > 50 GB/s

— GEANT has deployed additional capacity
_l:or I_HC | CPU Delivered HS06-Hours/month

CPU Delivered by WLCG

ENALICE WNATLAS ®ECMS LHCb ——Pledge-15 ——Pledge-16

Billion HS06-hours

Compute resources (CPUSs) are fully
exploited by the Collaborations

— Systematically exceeding those formally
pledged
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Compute Growth Outlook

New LHC / HL-LHC Plan

BT = Frn
splice consolidation S T(’i“:;n )
8TeV w?;Eo:!’l?:llors HL-LHC installation U sity
e P | mn @
© 160
@ GRID
T 10 B Data:;
= i ATLAS
20 o Raw 2016: 50 PB - 2027: 600 PB
CcMS :
. o Derived: 2016: 80 PB = 2027: 900 PB
100 mLHcb Room for improvement — — — CPU
W ALICE )
30 o X060 respect to 2016 resources

60
Historical growth of 25%/year <~

—
—

* e At least x10 above what is realistic to
2 I M expect from technology with
. . reasonably constant cost.

2009-2012 2015-2018 2020-2022 2025-2030




Tier-0: 20% of WLCG resources

Two dedicated 100GE connections
~22ms rtt apart |

DANTEY
100 GhE

Tier-0 extension:
Wigner Research Centre,
Budapest/Hungary

. ¥ 3.5 MW - full
B S/ S]]

/. Google aarth:

MEYRIN DATA CENTRE WIGNER DATA CENTRE NETWORK AND STORAGE

last_value last_value last_value
@ Number of Cores in Meyrin Number of Cores in Wigner @ Tape Drives 104
@ Number of Drives in Meyrin 85,729 Number of Drives in Wigner 29,696 @ Tape Cartridges 22,437
@ Number of 10G NIC in Meyrin 11,1883 Number of 10G NIC in Wigner 2,981 @ Data Volume on Tape (TB) 184,774
@ Number of 1G NIC in Meyrin 23,452 Numer of 1G NIC in Wigner 6,579 @ Free Space on Tape (TB) 26,104
@® Number of Processors in Meyrin 26,887 Number of Processors in Wigner 7,002 @ Routers (GPN) 145
@ Number of Servers in Meyrin Number of Servers in Wigner @ Routers (TN) 30
@ Total Disk Space in Meyrin (TB) 165,848 Total Disk Space in Wigner (TB) 97,324 @ Routers (Others) 103
@ Total Memory Capacity in Meyrin (TB) 723 Total Memory Capacity in Wigner (TB) 221 @ Switches 3,713
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Time to rethink

How can we avoid the sustainability trap 7
How can we learn from others and share ?

O'REILLY

New cultural approach
— CERN computing need are common to other domains

OpenStack

TOOliﬂ g ChOi ce Operations Guide
— Technical requirements

— Open source with supporting community ecosystem

— Helps to train new staff 0o

0.07 | OpenStack | CloudStack I OpenNebula Eucalyptus

Job trend considerations ~ §
— Attract talents and return value =
to the funding member states =

— Build skills that help for finding ¢
future job opportunities 8 oo

o
PR —
0.00 Dt
2012 2013 2014 2015 2016

0.03

0.02
From Indeed.com




OpenStack Community

BUARD of DIRECTORS

One of the largest open source

communities
m‘ ==
— 2,300+ developers contributed code at

the last release

PLATINUM G(lll] INDlVIDUAI.

H-Ibllx m tbn

USER COMMITTEE : : T
P Technical committee guiding

‘ development direction, elected by
e % the contributors
Fo1t

User committee covering working
groups such as Telecom NFV,

Large Deployments and Scientific
Working group

CERN
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Community Collaboration

Identity Component Contributors

* (Open source collaboration sets v
model for in-house teams e

*independent

* Reviews and being reviewed is
a constant learning experience Keystone 2013

« External recognition by the
community is highly rewarding
for contributors

Paris 2014
Superuser Award Winner




OpensStack@CERN Status

Cores

250,000

200,000

150,000

100,000

50,000

Total Coresin OpenStack Clouds at CERN

mIT

B CMS HLT

W ATLAS HLT

WALICE HLT

In production:

* 4 clouds

« >220K cores

« >9,000
hypervisors

~100,000 additional
cores being
installed in next 6
months

90% of CERN'’s
compute resources
are now delivered

on top of
OpenStack




Cloud Infrastructure by numbers

2 Data Centres
« 44 compute cells
5 availability zones

~ 22000 VMs running

~ 7000 Compute Nodes (193k cores)
« KVM

* Hyper-V

Number of VMs

25000

& /\/

[ W
ﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂ

~ 3400 Images ( ~ 50 TB in use)

~ 2800 Volumes ( ~ 1 PB allocated)

~ 2400 Users
~ 2800 Projects
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Number of VMs running

CREATED/DELETED VMS 0 @ & + x

200

Number of VMs created (green) and VMs deleted (red) every 30 minutes




CERN OpenStack Project

July 2013 February 2014 October 2014 March2015 September 2015 September 2016
CERN OpenStack  CERN OpenStack CERN OpenStack CERN OpenStack  CERN OpenStack CERN OpenStack
Production Havana Icehouse Juno Kilo Liberty
= a is
5April 2012 27 September 2012 4 April 2013 17 October 2013 17 April 2014 16 October 2014 30 April 2015 1 15 October 2015 .
1 1
| | | | | I | ] L]
ESSEX FOLSOM GRIZZLY HAVANA ICEHOUSE JUNO KILO LIBERTY MITAKA
Nova (*) Nova (*) Nova Nova Nova Nova Nova Nova Nova
Glance (* Glance (* Glance Glance Glance Glance Glance Glance Glance
Horizon (*) Horizon (*) Horizon Horizon Horizon Horizon Horizon Horizon Horizon
Keystone (*) Keystone (*) Keystone Keystone Keystone Keystone Keystone Keystone Keystone
Neutron (*) Neutron
Cinder Cinder Cinder Cinder Cinder
Ceilometer (*) Ceilometer (*) Ceilometer Ceilometer Ceilometer Ceilometer Ceilometer
Heat (*) Heat Heat Heat
Rally (*) Rally Rally Rally
Magnum (*) Magnum
Barbican (¥) Barbican

(*) Pilot




CERN Tool Chain

o\ I gt opensad
puppet (@) 45 f=domp

labs ceph cnos » @
Q A

el | TREMAN = RUNDECK
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Nova Cells

AP Cell

Top level cell

—Runs APl service

— Top cell scheduler

eneva, Itzerian
Compute Cell
Controllers
Compute nodes

|||||||||||||||||||||||||||||||||||||

Budapest, Hungary

Compute Cell
Controllers
ompute nodes

Compute Cell

Controllers
Compute nodes

Child cells run
—Compute nodes
— Scheduler
— Conductor
—~40 cells




Performance optimizations

Developed an optimized configuration
— NUMA-aware VM scheduling, 2MB huge
page
Virtualization overhead pushed
below 5%

Rollout in all batch dedicated cells
— ~2000 compute nodes to upgraded
— Batch team recreated 6k VMs

[Frank Denneman]

Continue to investigate Memory and IO performance in
cloud environments
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Service Growth and Operations

Enabled Federated access to CERN Cloud
— EduGain credentials, Indigo WP3 team

Better resource utilization

— Expire Personal VMs

— Investigate how to run opportunistic workloads in temporary unused
resources

Introducing new OpenStack components
— Manila (File Share as a Service), as a potential evolution of the Filer service
— Ironic (Bare Metal as a Service), to deploy physical servers likes VMs
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—Xpansion Options

Options to improve Meyrin CC are limited
Wigner contract will end in 2019

What next”? On-premises Vs Hosted Vs Cloud resources

— Find a replacement centre like Wigner ?

— Public cloud reserved instance procurements 7

— Long term leasing of bare metal 7

— Spot?

— Combined procurement tests
ongoing with HNSciCloud

* See Bob Jones’ talk on “,
Wednesday: 3
H2020- HNSciCloud o

DBCE

. series of short CERN MEB‘M
procurement projects

—

COMPLEX|TY

Azure
ATOS —
_"'

—
—

et

= 014 201S




Tier-0 Compute Services 2017

« Universal resource provisioning layer for bare metal, containers and VMs

« HTCondor as the single end user interface with LSF retirement by LS2

« Continue investing in automation and other communities for scaling with fixed staff
« Self service for end users within the policies and allocations

8

Bare Metal and HPC Containers VMs




Transparent Extension in External Clouds

— Manage and exploit external resources using same toolset and entry
points as CERN on premises resources

* Puppet configuration
« HTCondor for scheduling and match-making
* Infrastructure monitoring
— Adopted Terraform for VM lifecycle management
» Open source toolkit, supports several cloud providers

Evaluated approaches Selected approach
, CMS, | f :
ATLAS | A ; % | %
EEEEEEEEEE | 5 3 ALICE. ATLAS %
i : i EEEEEEEEEE .EVI(‘:.E (‘Mg i
APF | |[PanDA| ' |CRAB| WwwAgent | % | dobs > 1
; : A : N4 obs /
N N : Jobs : CondorCE
: CondorCE
: Glidein 1 | oo HTCondor
; WMS . Job | N
Pilot Job : N i : i)
: Job Job
Job °
>  Pilot HICond\& Pilot Hrcon(M HTCondot
HTCondY | Pilot 1
W | VM ; VM ; VM VM




Recent activity: T-Systems

Running Cores

e Batch resources
fully loaded

— shared among VOs

| | |  WAN largely used
 Mixture of “CPU-intensive” and _ Sometimes even saturated

) ﬂetwo rk_ I ntenSIVe” taS kS GEANT CLoud VRF (Commercial Cloud providers)
— MC workloads easier to manage ' gl i

LHCB tsy 99.05 85.04

ALICE tsy 93.83 75.98

ATLAS tsy 100.00 64.13




Summary

* OpenStack at CERN has been in production for 3
years to deliver LHC compute capacity

* Major cultural and technology changes have been
successfully addressed

« (Contributing back upstream has led to sustainable
tools and effective technology transfer

This transformation would not have been possible
without the OpenStack community




For Further Information

Technical details at http://openstack-in-
production.blogspot.fr

Scientific Working Group at
https://wiki.openstack.org/wiki/Scientific_ workin
g_group

CERN Containers at
https://indico.cern.ch/event/506245/

Other links at
http://clouddocs.web.cern.ch/clouddocs/additio
nal/index.html

CERN tools at http://github.com/cernops

Thank to
H2020-Astronomy ESFRI and Research Infrastructure Cluster (Grant
Agreement number: 653477)

for the fravel and accommodation support to participate to this Workshop
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Worldwide

TIER-0 (CERN):
data recording,
reconstruction and
distribution

TIER-1:
permanent storage,
re-processing,
analysis

TIER-2:
Simulation,
end-user analysis

HC Computing Grid

Tier-2 sites
(about 160)

Tier-1 sites

10 Gb/s links

nearly 170 sites,
40 countries

~350’000 cores

500 PB of storage

> 2 million jobs/day

10-100 Gb links



openstack”

Data Volume (beesly - All) nfsd3 NFS Operations rate (Top 5)
559 TiB ‘ i 50 K

466 TiB 3 ! 40K

373 TiB 30K

279 TiB

Y otal to ~450 TB of RBD. + 50 TB RGW

20K

10K
93 TiB 4 Al
2015-8 2015-10 2015-12 2016-2 2016-4 2016-6 0

== volumes Current: 327 TiB == cinder-critical Current: 58 TiB == _rgw_buckets Current: 50 TiB
== jmages Current: 44 TiB

Example: ~25 puppet masters reading

2015+ - - 0 016- 2016-6
== read == readlink == lookup == access getattr

31 54 images 21 86 volumes

800 MBps
600 MBps
400 MBps
200 MBps

OpenStack Glance + Cinder

Used space and objects Used space derivative
455 TiB 5 120 Mil 100 MBps

100 Mil 0 Bps
80 Mil -100 MBps
60 Mil -200 MBps

182TiB — 40 Mil -300 MBps
2015-8 2015-10 2015-12 2016-2 2016-4 2016-6 2015-8 2015-10 2015-12 2016-2 2016-4 2016-6

364 TiB

273 TiB

CephFS with Manila is now in pilot phase for cluster filesystems

CERN
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Public Cloud Tests

Tests for 2-3 months on various European public resources

DEUTSCHE BORSE
Aws ,\/‘/ CLOUD EXCHANGE i - -Systems- -
Mar. | . End: 31st of March 2015 Nov. | . End: 18th of Dec. 2015 AUg. | . End: 30 of Nov. 2016
*© ATLAS simulation jobs * Target all VOs, simulation jobs ¢ Provided by OTC laa$S
+ Single core VMs * 4-core VMs, O(1000) instances * 4-core VMs, O(1000) instances
* Up to 3k VMs for 45 days « 2" Cloud Procurement * 500TB of central storage (DPM)
* 15t Cloud Procurement * Tk public IPs through GEANT
+ 3 Cloud Procurement
2016
2015 'Y IR @ - - @ @ = s s s ses s @:- " cs s
* Agreement between IBM and CERN
* Sponsored Account « CERN PoC to evaluate:
* "evaluation of Azure as an laaS” Resource provisioning
* Upto 4.8k VMs Network configurations
+ Targeting multiple DCs: Compute performance
lowa, Dublin and Amsterdam « Transparent extension of CERN's TO
* End: 30th of Nov. 2015 * End: 13th of May 2016
Mar. _ Nov. =R"
== Microsoft Azure SDFT#@EFMIE




