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S/B%Weighted%Mass%Distribution%

! Sum%of%mass%distributions%for%each%event%class,%weighted%by%S/B%
! B%is%integral%of%background%model%over%a%constant%signal%fraction%interval%

43 

ATLAS: Status of SM Higgs searches, 4/7/2012 9 

Evolution of the excess with time  

Energy-scale  
systematics 
not included 
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Pledged Resources
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Workflows
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More than half the 

CPU goes on 

simulation.

Most of the rest is 

reconstruction.

The remainder is 

analysis.
Detector

Simulation

Archival

Reconstruction

Distribution & 
Storage

Analysis



From yesterday…
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We are here!



What advantages do we have?
• Event independence

• “Read-only” data

• File-based data

• Scientific Linux

• Coarse grained (VO) authorisation

• X509 acceptance

• Large proportion of CPU intensive work
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WLCG Stack
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Site, Cloud, HPC, … Storage, CPU, Network Ceph, Torque



WLCG Stack
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Not (only) a grid
• The WLCG infrastructure comprises

• Grid - pledged

• Cloud - rented

• HPC - allocated

• Volunteer - donated

• Concepts
• Opportunistic resources

• Pre-emptibility
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Volunteer

13/12/2016 Asterics-Obelics Roma 2016 12

• 2nd largest simulation site

• Running 4-5k parallel jobs

• 20M events simulated

• 5M CPU hours



HPC – backfill on Titan 
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2016 data volumes
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LHC data – Continue to 

break records:

10.7 PB recorded in July

CERN archive ~160 PB

~160 PB on tape at CERN

500 M files

June-Aug 2016

>500 TB / day
(Run 1 peak for HI was 220 TB)



Data - transfer
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Most LHC transfers are 

managed by the File Transfer 

Service (FTS)

Try it at https://webfts.cern.ch
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DPM

DCACHE

STORM

CLASSICSE

BESTMAN

CASTOR

XROOTD EOS

HDFS

ARC

Instances

DPM

DCACHE
STORM

BESTMAN

CASTOR

XROOTD
EOS

HDFSStorage 

Systems are evolving towards standards. All now offer HTTPS access.

Client

Head

Disk Disk

Tape

Data – storage systems
Basic Architecture



Global Data Federation

.../dir1/file1

.../dir1/file2

.../dir1/file2

.../dir1/file3

With 2 

replicas

Site A Site B

/dir1

/dir1/file1

/dir1/file2

/dir1/file3

In use by

• Atlas (FAX)

• CMS (AAA)

• Main uses

• Failover

• Overflow

• Diskless sites
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Data – what is it?

• ROOT files

• Typically a few GB each

• Column-like structured storage

• Lots of I/O optimisation

• WAN access
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Open https://server/data.root

While (next event) {

do stuff;

}



Software distribution
• CVMFS

• r/o cached fs

• >350M files
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The road ahead
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High-Lumi LHC resource estimates
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Data:
• X10 from 2016

• Raw 2016: 50 PB  2027: 600 PB

• Derived (1 copy): 2016: 80 PB  2027: 900 PB

CPU:
• x60 from 2016

Technology at ~20%/year will bring x6-10 in 

10-11 years



HL-LHC Solutions
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22

Core 
Algorithms

Infrastructure
Software 

Performance

Parameters

• Raw data

• Triggers

• Detector design

• …

• Performance/architect

ures/memory

• Tools

• Concurrency

• Vectorisation

• Collaboration with 

externals – via HSF

• …

• Reconstruction and 

simulation algorithms

• New grid/cloud models

• Optimise CPU/disk/network

• Economies of scale via clouds, 

joint procurements etc.

• Opportunistic resources

• Pre-emptible jobs

• Storage consolidation

• WAN access

• Data strategies

• Caching solutions

• …



Summary

• WLCG is the production offline computing 
platform for the 4 LHC experiments

• Can process multiple PB / month

• In 2025 we will have a new accelerator with 
new experiments
• Order of magnitude more load at fixed cost

• Technology sharing = sustainability & reduced costs
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Supplementary Slides
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Data Management Directions
• Reduce cost/volume

• cost of storage management
• integrating standard (non HEP) solutions e.g. 

ceph

• protocol zoo, SRM-less operation

• T2 storage as cache

• multi-site storage

• regional federations

• cloud storage

• system manageability

• storage overheads
• redundancy

• replication, erasure, RAID levels etc

• reduce system reliability requirements?
• reduce cost/impact of data loss

• component technology
• shingled disks

• consumer/enterprise disks

• Reduce volume used
• reduced number of global replicas

• remote access

• latency hiding
• applications, overcommitting

• global federations

• CPU-only resources (inc cloud)

• data formats and lifecycle, intermediate products

• resource reporting
• monitoring usage

• eliminating dark data

• data "enrichment"
• popularity

• caching, avoiding unused data
• promoting locality in workflows

• trading disk for…
• tape

• data parking

• CPU
• maintain metadata enabling regeneration of data on 

demand



LHC: “outstanding performance”
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Estimated: Estimates made in 2014 for Run 2 up to 2017

20%: Growth of 20%/yr starting in 2016 (“flat budget”)


