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Overview

• MeerKAT RC / Tier 2 facilities
• SDP DELIV

• Data delivery design for the SKA
• DOME collaboration: ASTRON, IDIA, SKA-SA, IBM

• Data distribution and data processing for MeerKAT data
• SKA-SA activities

• KAT 7 and MeerKAT
• Archiving MeerKAT data
• Pipelines / Machine learning

• CyberSKA portal and visualization activities



ARC / IDIA / Tier 2 systems

• Hardware deployed at UCT and NWU to act as 
MeerKAT Tier 2 system

• Currently 48 compute nodes (1500 cores) / 1.5PB 
storage

• Additional systems being deployed at UWC, UP and 
Wits will be used for distributed prototyping

• Exploring expansion of ARC to AVN / SKA partner 
countries



Software environment

• OpenStack virtualized environment with docker deployment support
• Mix of Swift object store, CEPH block and object store and BeeGFS parallel 

file-systems
• Interoperating between sites using OpenStack services
• Adding OCCI for federating beyond ARC
• Access services include cyberSKA and Jupyter notebooks
• CASA production and development environments in place
• Currently using keystone for AuthN and AuthZ

• In process of moving AuthN to SAFIRE/eduGAIN
• Exploring approaches to role based AuthZ



SDP DELIV

• SDP design consortium work 
package for data delivery

• Partners from UCT, CADC, SKA-
SA/SAC, ASTRON, IAA and Oxford

• Initially not clear which parts of 
architecture should be part of 
SDP

• Some parts of what was initially 
planned have moved to 
Observatory Support in SDP



“DOME” Collaboration

• Project working on MeerKAT regional science processing activities
• Partners: ASTRON, IDIA, SKA-SA and IBM
• Two components:

• Data transport for moving data to Tier 2 centres
• Processing pipelines for executing at Tier 2 centres

• Data transport implement key parts of SDP DELIV data transfer 
components

• Request, Prepare and Deliver
• Query component not currently part of project, but will be added to system in 

collaboration with CADC
• Focusing on use cases

• Radio Astronomy Calibration & Imaging



Pipelines

• Have Docker container with: 
• CASA, drive-casa, python libraries, Jupyter Notebook & Hub.

• Developing software framework for running pipelines in 
Notebook

• Proof of concept working
• Still needs to be combined with data transport system to provide 

automated archive to product execution



Current Notebook Dashboard on ARC
Pipeline Control &
Data Exploration

Visualization
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SKA SA - Programmes

What’s on 
the go?

SKA Design and 
Hosting

Big Data 
Programmes

MeerKAT

African VLBI 
NetworkKaroo 

Astronomy 
Reserve

Skills 
Development

Research 
Projects

Commercia
lisation



MeerKAT First Light (FR II galaxy)
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MeerKAT Processing and Archive

Karoo Array Processor Building
(CSP + SDP + some archive)

CHPC
MeerKAT archive

(10-12 racks & some 
access to CPUs)

IDIA Tier 2
storage & science 
analysis support  

Other Tier 2
Centres

2 Tbps
(SKA SA)

20 Gbps
(SANReN)

10 Gbps

... 64 dishes

Other Tier 2
Centres
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SKA1 Era Regional Centres

Karoo Array Processor 
Building

(SKA CSP - SKAO 
controlled)

20 Tbps
(SKAO)

... 197 dishes

SKA Science Data 
Processor and Archive

(SKAO controlled)
~60 racks

(Cape Town)

2-10 Tbps
(TBD)

SA SKA Regional Centre
(SA controlled)

(compute and archive)
~ 20 racks100 Gbps

( TBD)

Local Tier 2’s
(SA controlled)
e.g. IDIA, Sol 
Plaatje, etc.

International SKA 
Regional Centres

(foreign controlled)
e.g. NL, China, 

Italy, etc.



Galaxy Morphology
Arun Aniyan

Shapelet and Deep Learning approaches 
under development



Pulsar Candidate Selection

Image: NASA



CyberSKA Portal
• Over 700 users
• Latest version 

enables federation 
of multiple portals

• iRods used for data 
management

• Provides access to 
data sharing, 
collaboration, 
visualisation and 
data search tools



Visualisation
• CyberSKA remote radio 

astronomy viewer
• Currently used with up to 

360 GB data cubes
• Provides range of visual 

analytics algorithms
• Now developing CARTA 

viewer – NRAO collaboration
• Aim to scale analytics to 

multi-terabyte cubes
• Considering HDF5 formats for 

efficient execution



Summary

• SKA SA aim to support activities for SRC development
• SDP DELIV has developed design for delivering data to SRCs and is 

working on interface definition document
• MeerKAT RC framework being developed in multi-partner 

collaboration
• CyberSKA portal and CARTA viewer development is ongoing
• South Africa planning to have SRC in addition to SKA1 Mid Processing 

Centre




	Slide Number 1
	Overview
	ARC / IDIA / Tier 2 systems
	Software environment
	SDP DELIV
	“DOME” Collaboration
	Pipelines
	Current Notebook Dashboard on ARC�
	Slide Number 9
	Slide Number 10
	Slide Number 11
	Slide Number 12
	Slide Number 13
	Slide Number 14
	CyberSKA Portal
	Visualisation
	Summary�
	Slide Number 18

