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EGI: Advanced Computing for Research

EGI Overview - AENEAS kick off meeting 28-2-2017

Presenter
Presentation Notes
A globally distributed ICT infrastructure that federates the digital capabilities, resources and expertise of national and international research communities in Europe and worldwide.

EGI has delivered unprecedented data analysis capabilities to more than 48,000 researchers from many disciplines and is now committed to bring innovation to the private sector.
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680,000
Cores

258,000
Terabytes of online storage

~40,000
Users

15
Research Infrastructures collaborating

~200
Virtual Organizations
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EGI Membership

• Major national e-Infrastructures: 22 NGIs
• EIROs: CERN and EMBL-EBI
• EGI Foundation
• (ERICs)

EGI Overview - AENEAS kick off meeting 28-2-2017

https://www.egi.eu/about/egi-foundation/
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International Partnerships 

Africa and Arabia
Council for Scientific and 
Industrial Research, South Africa 

India Centre for 
Development of 
Advanced Comp.

China Inst. Of HEP
Chinese Academy 
of Sciences 

Latin America
Universida de Federal do 
Rio de Janeiro 

Ukraine
Ukrainian National 
Grid

USA

Canada

Asia Pacific Region
Academia Sinica
at Taiwan
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EGI Federation, 2016 QR3
The largest distributed compute e-Infra worldwide

23 Cloud 
providers, 
+300 data 

centres

+250 000 
instantiated 
VMs/year

1.7 Million 
jobs/day 

2.6 Billion 
CPU 

hours/year 
+26%

>48 000 
users, +25%
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Serving researchers and innovators

ESFRIs,
FET flagships

Size of 
individual

groups

Multinational communities ‘Long tail’

WLCG
CTA
ELIXIR
EPOS
EISCAT_3D
BBMRI
CLARIN
LOFAR
EMSO
ELI
LifeWatch
ICOS
EMSO
CORBEL
ENVRIplus
…

VRE projects
WeNMR
DRIHM
VERCE
MuG
AgINFRA
CMMST
LSGC
SuperSites Exploitation
Environmental sci.
neuGRID
…

PeachNote
CEBA Galaxy eLab
Semiconductor design
Main-belt comets
Quantum pysics studies
Virtual imaging (LS)
Bovine tuberculosis spread
Convergent evol. in genomes
Geography evolution
Seafloor seismic waves
3D liver maps with MRI
Metabolic rate modelling
Genome alignment
Tapeworms infection on fish
…

Industry,
SMEs

Agroknow
CloudEO
CloudSME
Ecohydros
gnubila
Sinergise
SixSq
TEISS
Terradue
Ubercloud
…
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Services Catalogue 

http://go.egi.eu/ServiceCatalogue

EGI Overview - AENEAS kick off meeting 28-2-2017

http://go.egi.eu/ServiceCatalogue
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Services Catalogue 

http://go.egi.eu/ServiceCatalogue

Internal services

EGI Overview - AENEAS kick off meeting 28-2-2017

http://go.egi.eu/ServiceCatalogue
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Two (of the many) communities using Cloud 
Compute

The DRIHM project is 
prototyping an e-infrastructure 
to simulate extreme hydro-
meteorological events such as 
ash ooding. 

The National Bioinformatics 
Infrastructure of Sweden uses 
Cloud Compute to provide 
bioinformatics tools to their 
researchers, including tools to 
predict 3D protein structures, 
for example. So far, more than 
6,700 unique users in 73 
countries have made the most 
of these resources 

EGI Overview - AENEAS kick off meeting 28-2-2017
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Two (of the many) communities using HTC

EGI Overview - AENEAS kick off meeting 28-2-2017

The LHC experiments in 
2016 produced and 
analysed 80 Petabytes of 
data per month.
WLCG is the largest resource 
provider and service 
consumer of the EGI 
Federation

HADDOCK
A web portal offering tools 
for structural biologists
Used to model the structure 
of proteins and other 
molecules. 
So far, HADDOCK processed 
+ 130,000 submissions 
from over 7,500 scientists. 



www.egi.eu

Thank you for your attention.

Questions?

This work by Parties of the EGI-Engage Consortium is licensed under a 
Creative Commons Attribution 4.0 International License. 

http://creativecommons.org/licenses/by/4.0/
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E-Infrastructure services enable the Open Science Vision

Open research
data

Data and 
computing

intensive science

Research and 
education

networking

High 
performance 

computing

Big data 
innovation

Courtesy of the European Commission

Presenter
Presentation Notes
Positioning EGI on the e-infrastructure landscape
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Cloud Container ComputeRun Docker containers within isolated user-
space with no overhead
• On-demand provisioning
• Lightweight environment for maximized performance
• Standard interface to deploy on multiple service providers

Benefits
• Reduce time to production by removing friction between 

development and operations environments
• Interoperable and transparent

EGI overview. AENEAS Kick off meeting - 28 February 2017

Presenter
Presentation Notes
A container is a lightweight virtual machine. While a VM is usually made abstracting the full hardware stack (BIOS, CPU, Disk, Network...), the container is built more "directly" on top of the operating system. 
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High-Throughput Compute
Analyze large datasets by executing large numbers 
(thousands) of computational tasks

• Access to high-quality computing resources
• Integrated monitoring and accounting tools to provide information 

about the availability and resource consumption
• Workload and data management tools to manage all computational 

tasks

Benefits
• Large amounts of processing capacity over long periods of time
• Faster results for your research
• Shared resources among users, enabling collaborative research

EGI overview. AENEAS Kick off meeting - 28 February 2017

Presenter
Presentation Notes
The High-Throughput Compute (HTC) service gives access to the EGI infrastructure. With HTC you can, for example, analyse large datasets and execute thousands of parallel computing tasks. HTC computing resources are provided by a distributed network of computing centres, accessible via a standard interface and membership of a virtual organisation. 
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Online storage
Store, share and access your les and their metadata on 
a global scale 
• Assign global identifiers to files
• Access highly-scalable storage from anywhere 
• Control the data you share 
• Organise your data using a exible hierarchical structure 

Benefits
• Highly scalable storage system accessible from anywhere 
• Easily share data 
• Access through different interfaces

EGI overview. AENEAS Kick off meeting - 28 February 2017

Presenter
Presentation Notes
File Storage allows you to store data in a reliable and high-quality environment supported by the EGI resource providers. You can save your data using files and folders in a flexible hierarchical structure. 
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Archive storage
Back-up your data for the long term and future 
use in a secure environment
• Store data for long-term retention
• Store large amount of data
• Free up your online storage

Benefits
• Stores large amounts of data
• Long-term retention
• Reliable and interoperable

EGI overview. AENEAS Kick off meeting - 28 February 2017

Presenter
Presentation Notes
Archive Storage allows you to store large amounts of research data in a secure environment, freeing up your usual file storage resources.  All the files in Archive Storage are easily located and retrieved to and from different types of platforms.
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Data TransferTransfer large sets of data from one place to another
• Move research data fast
• Specialized analytics of on-going transfers
• User interface to manage transfer and network resources

Benefits
• Ideal for very large files
• Able to handle large amounts of files
• Transfer process with automatic retry

EGI overview. AENEAS Kick off meeting - 28 February 2017

Presenter
Presentation Notes
File Transfer allows you to move research data from one site to another with dedicated interfaces to display statistics of on-going transfers and manage network resources.  File Transfer is ideal to move large amounts of files or files too large to be efficiently handled by common transfer systems. 
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Astronomy/Astrophysics/Astro-particle physics 
projects and RIs in EGI

ARGO, AUGER, CTA, KM3NeT, LHCb, LOFAR, Large 
Synoptic Survey Telescope/LSST, PAMELA, ESA Planck 
Mission, XENON etc.

2010-2016: > 25 M job

EGI Overview - AENEAS kick off meeting 28-2-2017
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Supporting international research 
communities and thematic services

EGI Overview - AENEAS kick off meeting 28-2-2017

Structural Biology
Distribution of users (2016, QR3)

 2700 users 
 81 countries 

(credits: A. Bonvin, WeNMR)

Installed compute capacity trends 2011-2016
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Services Catalogue 

EGI Overview - AENEAS kick off meeting 28-2-2017

http://go.egi.eu/ServiceCatalogue

http://go.egi.eu/ServiceCatalogue
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Run virtual machines on-demand with complete 
control over the computing resources
• On-demand provisioning
• Full control over computing resources
• Standard interface to deploy on multiple service providers

Benefits
• Execute compute- and data-intensive workloads, including 

GPGPU computing in the cloud
• Host long-running services
• Create disposable testing and development environments
• Select virtual machine configurations and application 

environments
• Manage your Cloud Compute resources

Cloud Compute

EGI Overview - AENEAS kick off meeting 28-2-2017

Presenter
Presentation Notes
Cloud Compute provides on-demand computing resources to run any kind of workload on virtual machines. You will have complete control over the resources you choose to run a scientific application. 
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Communities using Cloud Compute

The EXTraS project is 
harvesting 13 years of data 
collected on-board
the ESA’s X-ray space 
observatory XMM-Newton. The 
project is using Cloud Compute 
to implement four lines of 
analysis with ad-hoc software 
pipelines

The DRIHM project is 
prototyping an e-infrastructure 
to simulate extreme hydro-
meteorological events such as 
ash ooding. 

The National Bioinformatics 
Infrastructure of Sweden uses 
Cloud Compute to provide 
bioinformatics tools to their 
researchers, including tools to 
predict 3D protein structures, 
for example. So far, more than 
6,700 unique users in 73 
countries have made the most 
of these resources 

EGI Overview - AENEAS kick off meeting 28-2-2017
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EGI Federated Cloud
• System of cloud 

infrastructures
• Standard user interfaces

– Clouds and their 
interconnections are based 
on open standards, open 
technologies

– Based on OCCI/OGF and 
OpenStack

• Harmonised operational 
behaviour

• Value proposition: 
distributed cloud 
computing for analysis of 
distributed large datasets

EGI Overview - AENEAS kick off meeting 28-2-2017
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Benefits

OpenStack OpenNebula

OpenStackOpenNebula

OpenStack
Synnefo

Harmonised
operation

Cloud registry
Information system
Virt. Machine marketpl.
Usage accounting
Access control

Uniform
user interfaces

OpenStack Nova

- On every site

- On OS sites

CDMI - on any site
• OpenStack SWIFT – on OS sites

VM and block storage management: Object storage management (optional):

EGI Overview - AENEAS kick off meeting 28-2-2017
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EGI Federated Cloud

EGI Federated Cloud is a collaboration of 
communities developing, innovating, 
operating and using cloud federations for 
research and education.

Today:
• 23 providers from 14 NGIs

• 15 OpenStack
• 6 OpenNebula
• 1 Synnefo

• ~ 7.000 cores in total

EGI Overview - AENEAS kick off meeting 28-2-2017



27

Cloud Container Compute

Run Docker containers within isolated user-
space with no overhead
• On-demand provisioning
• Lightweight environment for maximized performance
• Standard interface to deploy on multiple service providers

Benefits
• Reduce time to production by removing friction between 

development and operations environments
• Interoperable and transparent

EGI Overview - AENEAS kick off meeting 28-2-2017

Presenter
Presentation Notes
A container is a lightweight virtual machine. While a VM is usually made abstracting the full hardware stack (BIOS, CPU, Disk, Network...), the container is built more "directly" on top of the operating system. 
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High-Throughput Compute

Analyze large datasets by executing large numbers 
(thousands) of computational tasks

• Access to high-quality computing resources
• Integrated monitoring and accounting tools to provide information 

about the availability and resource consumption
• Workload and data management tools to manage all computational 

tasks

Benefits
• Large amounts of processing capacity over long periods of time
• Faster results for your research
• Shared resources among users, enabling collaborative research

EGI Overview - AENEAS kick off meeting 28-2-2017

Presenter
Presentation Notes
The High-Throughput Compute (HTC) service gives access to the EGI infrastructure. With HTC you can, for example, analyse large datasets and execute thousands of parallel computing tasks. HTC computing resources are provided by a distributed network of computing centres, accessible via a standard interface and membership of a virtual organisation. 
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Online storage

Store, share and access your les and their metadata on 
a global scale 
• Assign global identifiers to files
• Access highly-scalable storage from anywhere 
• Control the data you share 
• Organise your data using a exible hierarchical structure 

Benefits
• Highly scalable storage system accessible from anywhere 
• Easily share data 
• Access through different interfaces

EGI Overview - AENEAS kick off meeting 28-2-2017

Presenter
Presentation Notes
File Storage allows you to store data in a reliable and high-quality environment supported by the EGI resource providers. You can save your data using files and folders in a flexible hierarchical structure. 
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Archive storage

Back-up your data for the long term and future 
use in a secure environment
• Store data for long-term retention
• Store large amount of data
• Free up your online storage

Benefits
• Stores large amounts of data
• Long-term retention
• Reliable and interoperable

EGI Overview - AENEAS kick off meeting 28-2-2017

Presenter
Presentation Notes
Archive Storage allows you to store large amounts of research data in a secure environment, freeing up your usual file storage resources.  All the files in Archive Storage are easily located and retrieved to and from different types of platforms.
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Data Transfer

Transfer large sets of data from one place to another
• Move research data fast
• Specialized analytics of on-going transfers
• User interface to manage transfer and network resources

Benefits
• Ideal for very large files
• Able to handle large amounts of files
• Transfer process with automatic retry

EGI Overview - AENEAS kick off meeting 28-2-2017

Presenter
Presentation Notes
File Transfer allows you to move research data from one site to another with dedicated interfaces to display statistics of on-going transfers and manage network resources.  File Transfer is ideal to move large amounts of files or files too large to be efficiently handled by common transfer systems. 
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