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STOA - Script Tracking for 

Observational Astronomy

• Process management system

• Runs scripts on multiple sets of 

data, each time with different 

parameters and a different 

environment (containerisation)

• Collaboration features - can 

flag and annotate data and 

products

• Interfaces with existing 

astronomy software (e.g. 

TOPCAT)
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Motivation

• Source matching between an 

existing quasar catalogues 

(e.g. Veron 2010) and the 

ALMA archive observation log

• Want to find match known 

sources with detections in 

ALMA images using standard 

source finders (SExtractor and 

Aegean* initially)

• Several batch scripts 

coalesced into a single 

application
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*https://github.com/PaulHancock/Aegean



Motivation

• Find additional value in 

already processed data

• Do surveys across multiple 

archived projects

• Compare with observations at 

other wavelengths not 

considered in initial project
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Design

• Command line written in 

Python, with web interface 

using Tornado

• Run a process on multiple 

targets, review targets (e.g. 

products folder) that have 

failed and flag targets after 

manual inspection of data

• Modify process and/or 

parameter. Rerun process on 

failed and flagged targets
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Design
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Design

• Multiple users can work on the 

same data set

• Can flag data for others 

inspection, and add comments 

(pending)

• Allows sharing of data tables 

with local apps via SAMP 

bridge SAMP + WS

WebSockets
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Design



Design
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Design



Metadata Construction

• Important metadata about 

observations is not carried forward 

into ALMA image products

• In order to do batch work across 

heterogenous archive, need a 

uniform metadata format

• Products are always contained in a 

single folder. Use XML file to direct 

later stages of the pipeline

• Groups FITS files into ones that 

pertain to a single image and 

includes identifying information

This observation consists of a primary 

beam corrected image and the flux 

profile used to correct it. Some FITS 

header information is also reproduced
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Results

• 138 Images processed

• 351 sources passed through quality control

• 27 matched with Veron sources within 5”

• Pipeline failures are due to difficulties reverse 

engineering metadata

12



Results

Red dots - ALMA sources, Blue crosses - Veron (2010) quasars

Circles - HWHM of observational hits
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Results
Continuum fluxes

correlate to 

published 6cm 

fluxes in Veron 

catalogue

Mostly agree with 

published fluxes (from 

Trakhtenbrot et al. 

2016)
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Inconsistency between 

Aegean and SExtractor

Fluxes



Reprocessing

Heterogenous Products

products.py Meta data

image.py
Source 

Database

Replace with a 

standardised product set
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Reprocessing

• ALMA image products are heterogenous and 

have incomplete metadata

• Product folders often don’t include dirty images 

(needed for more advanced analysis)

• Often only have the primary beam corrected 

image (and not enough information to remove 

the correction)
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The Future…

• Integration with Jupyter Notebook

• Direct access to VO services

• Controlable interface for CASA

Its all about integration
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Thanks for Listening
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