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Near data processing

● SKA phase-1 will produce ~1 PB / day
● Data reduction will be done where the data is 

stored
● Possible solution: Remote interactive 

pipelines based on Jupyter notebooks

● Jupyter notebooks are displayed inside a 
web-browser

● Successor to IPython, CASA is based on 
IPython

● Not limited to python, bindings to 40+ 
languages exist
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Jupyter Architecture

● Notebook server knows nothing about target 
language

● All language specifics are in the kernel

– Wrapper-kernel: written in python, easiest 
to implement

– Native-kernel: written in target language, 
much more work
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Jupyter hub
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CASA Jupyter kernel

● Based on the generic python wrapper kernel

● Initialization:

– Load needed python packages: casacore, 
casa tasks, matplotlib, ….

– Setup environment: Config, logging, dbus, 
etc..

● CASA has python bindings for all tasks
● Many tasks open a C++ coded GUI, these are 

wrapped so that output goes to notebook. 
● https://github.com/aardk/jupyter-casa
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Example: plotms

plotms(vis='3c391_ctm_mosaic_10s_spw0.ms', field='0', correlation='RR', 
            timerange='08:02:00~08:17:00', antenna='ea01&ea02', 
            xaxis='channel', yaxis='amp', ydatacolumn='model')
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Example: plotms

plotms(vis='3c391_ctm_mosaic_10s_spw0.ms', field='0', correlation='RR', 
            … ,  xaxis='channel', yaxis='amp', ydatacolumn='model',
            plotfile=’plotms_temp.png’, showgui=False)
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Example: casaviewer

viewer('3c391_ctm_spw0v2_I.image')
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Example: casaviewer

viewer('3c391_ctm_spw0v2_I.image', gui = False,
           outformat = 'png', outfile = viewer_temp.png)
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Logging

CASA displays logging information inside 
casalogger task.
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Logging 
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Logging
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CASA for Jupyter

● NRAO CASA distribution is entirely self-
contained, it is essentially a linux distribution

● Too old for Jupyter, many conflicting 
packages, e.g. Matplotlib, IPython, ….

● We created a custom build of CASA using 
based on latest Python

● Only functional with Jupyter, no stand-alone 
CASA interpreter.

● Distributed as Docker and Singularity 
containers.
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Docker containers

● Lightweight alternative to virtual machines

● Docker containers are isolated from host, 
resources have to be shared explicitly.

● Download Jupyter-CASA from dockerhub:         
– docker pull penngwyn/jupytercasa

● Run Jupyter-CASA:
– docker run --rm -p 8888:8888 -i -t -v /tmp/.X11-

unix:/tmp/.X11-unix -e DISPLAY=$DISPLAY 
penngwyn/jupytercasa /bin/sh -c "jupyter notebook"

● Docker not acceptable at many computing 
centres: Root privilege escalation 
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Singularity containers

● Can import directly from Docker

● Less isolated: /dev, /tmp, /proc, and $HOME 
are shared with host

● Runs as in the user context of the user that 
executes: “singularity run”

● Download Jupyter-CASA from Singularity-hub

– singularity pull shub://aardk/jupyter-casa
● Run Jupyter-CASA:

– singularity run aardk-jupyter-casa-master.img
● Doesn’t have root privilege escalation issues
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Minimal re-computation 
pipelines

Task 1
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● Integrate minimal re-computation into Jupyter

● Original framework part of Hilado / Radionet 
– JIVE: Des Small and Mark Kettenis

– U. Cambridge: Bojang Nikolic
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Conclusions 

● We have implemented Jupyter kernel for 
CASA suitable for pipelines

● We provide both Docker and Singularity 
images for easy deployment

● Future work includes:

– Implement minimal re-computation 
– Jupyter hub integration

● https://github.com/aardk/jupyter-casa
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