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Helix Nebula — The Science Cloud with Grant Agreement 687614 is a Pre-Commerc ial Procuremen t Action
funded by H2020 Framework Programme “
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HNSciCloud Joint Pre-Commercial Procurement .57 ccon

Procurers: CERN, CNRS, DESY, EMBL-EBI, ESRF,
IFAE, INFN, KIT, STFC, SURFSara
Experts: Trust-IT & EGl.eu

The group of procurers have committed
* Procurement funds

e Manpower for testing/evaluation

* Use-cases with applications & data

* In-house IT resources

Resulting services will be made available to end-
users from many research communities

anes s FAME 7

Co-funded via H2020 Grant Agreement 687614

Total procurement budget >5M€

10/15/2017



What is being procured NZBUIA
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A hybrid cloud platform for the European research community

igh Energy Physics Astronomy Lite Sciences Photon/Neutron Sciences . Long Tail of Science

0 @ © © O

Combining services at the laaS level to support science workflows

ey

Who Uses it? What Services Are Available? Why Use it?

Business Users | Email, Office Automation, CRM, | To complete business tasks
Website Testing, Wiki, Blog,
Virtual Desktop

s, DLT Solutions,

nd Caron Bees

Developers and| Service and application test, Create or deploy applications
PaasS Deployers development, integration and and services for users

: CloudComputing for Govie

David Blankenhorn, Van Ristau a

Source

The R&D services to be developed are to be integrated with
Resources in data centres operated by the Buyers Group
=y GEANT network
GEANT



Challenges NZBOIA
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Innovative laaS level services integrated with procurers in-house
resources and public e-infrastructure as part of a hybrid cloud to
support a range of scientific workloads

¢ Compute and Storage

2 support a range of virtual machine and container configurations including HPC
working with datasets in the petabyte range

¢ Network Connectivity and Federated Identity Management

2 provide high-end network capacity via GEANT for the whole platform with
common identity and access management

2 Service Payment Models

¢ explore a range of purchasing options to determine those most appropriate for
the scientific application workloads to be deployed

10/15/2017 5
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Implementation & Sharing

2 Pilots
' CaII -0 Ca o

Each step is competitive - only contractors that successfully
complete the previous step can bid in the next

Preparation

e Analysis of requirements, .
current market offers and 4 Designs 3 Prototypes
relevant standards

¢ Build stakeholder group
® Develop tender material

We are here
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Main components - High level view
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Bluemix data centers, infrastructure aaS

Container Service
c Cle'ver_S_Gj_e' Multiple
ocols

Storage tiers

Trust

IBM Cloud Network

Compute resources — exposed to on-prem scheduler

Secure VPN tunnel vig Vyatta

Auth
eduGAIN

il

_ __arnriﬁ.

Shared file system

Institute sites

Usemm

Scheduler

5 GEANT Network
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NEW OPENSTACK RELEASE (MITAKA)

Ease of access to distributed data
in hybrid cloud
Secure data sharing between users

Transparent data access across hybrid-cloud
deployment based on POSIX and CDMI

15/10/2017

Protocols COMI
Protocols S3
Protocols POSIX VFS

Control,
Remole Data Access
CDMIAPI

Parallel Processing Nodes using POSIX
oneclient, COMI or REST

& Oneprovider

LSESp=

Direct Access
if possible
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&= openstack.

POWERED

Storage
Access

53 SWIFT Luslre
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Overview of Prototype Solution
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Test Phases & Resource Ramp-Up

M-PRO-2.1 M-PRO-2.2 M-PRO-2.3 M-PRO-2.4
Review 1 Review 2 Review 3 End of Phase
Feature Review
Kick-off meeting

Official demo

I T P 1 I P 2 T P 3 I P4 Evaluation of
Iiprard decision Start preliminary testing of the Prototype ) ) the Outcome
I Start Final testin
|
: Interim : 2000C ggg'?'g
Review PayIHED 200TB
: IReport sent B UpoN l D-PRO-2.7- A
I D-PRO-2.2 Draft A to PCB Ao 2.10
I documentation D-PRO-2.6
I
: D-PRO-2.1 D"PR_O'Z-':’; D-PRO-25.2 A
Activity Report Defonstration o
! el e prototypes D-PRO-2.4 A
I Project abstract 100C 10TB y
|
1
31/3 3/5 30/6 5/7 19/7 4/9 9-10/10 24/11 . 4/12
3-5/4 22/12
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Test Suite

CERN

e Edugain AAI

e CERN Benchmark Suite

* S3 Endpoints

e PerfSONAR Network

* VM Provisioning and Personalisation

e Grid Jobs in Docker

* Dockerized deployment of EOS+CERNBOX+SWAN
CNRS

* |AAS access via EduGain and local accounts
DESY

* HDF5_10

EMBL

e CLOUD_BENCHMARK

e ELIXIR_AAI

e data_transparency

ESRF

* FDMNES

10/15/2017
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IFAE

* monitoring-accounting

* image creation and contextualization

INFN

* Bellell_SIM

* COMPASS/TGEANT_IO

* INFN/GPFS_AFM

* Dynfarm

KIT

* static-batch-extension

* dynamic-batch-extension

* AFM-deployment-test

STFC

* batch-system-extension

* jobs-on-kubernetes

SURFsara

* BBMRI_data

* dCache_io

e kubertest



Pilot Phase 2018

2 Kick-off event 6-8 Feb 2018 (INFN Bologna)

2 Progressively scale-up laaS resources
¢ totalling 20k cores 2PB storage

2 Scalability testing
2 Deployment of applications

2 Assess procurement/payment models

15/10/2017
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Growing the buyers group sl

THESCIENCECLOUD

Private sector

The initial group of buyers is the set of
 research orgs. that committed their resources
Gov. agencies ) at the start and became beneficiaries of the

\ H2020 project

S B TR | Now starting to grow the buyers group by
including more publicly funded research
organisations: Early adopter group

CERN, DESY EMBL EBI,
. ESRF, KIT, CNRS, INFN, PIC-,
IFAE, SURFsara, STFC

|
Procuring
beneficiaries
A of EC project

Benefits

* Access commercially supported cloud services selected and tested by
HNSciCloud research community procurers

 No need to perform your own tender
e Ability to fund the use of the services via your regional, national or EC projects
e Use the legal framework and access conditions established by HNSciCloud



European Open Science Cloud
Current and future EU support to
the EOSC and EC way forward

from EQSC Summit to Roadmap
for Implementation

Carmela Asero,
European Commission, DG Research & Innovation
e-IRG workshop - Tallinn, 3 October 2017
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EC gathering endorsement and commitments on the
EOSC declaration

+»EOSC Declaration won't be modified
sAction list/commitment its evolutive part

*Roadmap will follow (and will have future updates)

By endorsing the principles of the EQOSC Declaration,
stakeholders signal their intention to be involved in the
making of the EOSC (eq. by taking specific action, by
Joining the Executive Board, by providing

inputs via the annual stakeholder forum, or again by
Joining consortia , to implement the EQOSC via Horizon
2020).

Objectives:

e Identifying 'doers’ out of wide range of stakeholders

*Promote accountability



WP 2018-2020: Call INFRAEOSC

Topic 1: Access to commercial services through the EOSC hub (2018)
Topic 2: Prototyping new services (2019)

Topic 3: Integration & consolidation of pan-European access mechanisms
to public e-infrastructures & commercial services through the
EOSC hub (2020)

Topic 4: Connecting ESFRI RI through Cluster projects (2018)

Topic 5: Support to the EOSC governance (2018-2019)

Topic 6: Enhancing the EOSC portal and connecting thematic clouds
(2019-2020)
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Mapping of 2018-2019 actions

DRAFT

Researcher
ik
EQSC coord. GOVERNANCE FAIR uptake
structure * Rules of engagement m anism

* Standard setting & certificalls
sedlgends setting

EOSC ECC Portal

Userinterface

Catalogue of services for research
Core service provision

Brokerage of external services

\_/ [1 I N

ESFRI
Clusters EQSC MS
Commercial initiatives
Seryices
w
Imt.Rl: ESFFls

CERM, EMBL Commercial MS

Facilities
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EOSC - the way forward

EOSC Declaration (Sept 2017)

o key input for the Roadmap
o foragreement and poss. specific commitments by stakeholders
o basis for follow-up discussion with MS (ERAC SWG 5+)

EOSC Stakeholders Forum (Nov 2017)

o opento ALL categories represented at the Summit & endorsing EOSC Declaration
o byend August, EC to define application procedure & working modalities
o initially based on EOSCpilot project (Stakeholder Engagement Event 28-29 Nov)

EOSC Roadmap (Dec 2017)
o Governance structure, incl. mandate & selection procedure for Executive Board
o Broad (federated) architecture, incl. EOSC core services
o Financing
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2 3 hybrid cloud prototypes (IBM, RHEA, T-Systems) have
been procured, deployed and tested by a group of 10
research organisations

[\

2/3 prototypes will be selected for large-scale pilots in 2018

&

The Early adopter group will allow more research
organisations to procure the resulting services

[\

HNSciCloud is contributing to the European Open Science
Cloud (EOSC)

\N

There are opportunities for ESFRIs to participate in the
2018-2020 work programme, make use of commercial
cloud services and engage with EOSC

15/10/2017



