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! Supporting large-data projects is not seen as radio 
astronomy-specific problem 
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A Canadian SKA Regional Centre 

Possible Functions/Activities 
 

! Science archiving 
! User support 
! User workflow infrastructure 
! Project collaboration infrastructure 
! Processing and storage 
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Unlocking the Radio Sky with Next-Generation Survey Astronomy  
 
! Successful $9.4M (€6.3M) CFI Innovation Fund proposal (PI: Brian Gaensler) 
! Development of this infrastructure will also allow us to train the next generation of 

Canadian physicists, software developers and data scientists, and will establish the 
capacity needed to host the Canadian SKA Data Centre  



Unlocking the Radio Sky with Next-Generation Survey 
Astronomy  
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The CHIME Telescope is located at the Dominion Radio Astrophysical 
Observatory (DRAO), a national facility for astronomy operated by the 

National Research Council of Canada.

CHIME: Canadian Hydrogen Intensity 
Mapping Experiment (in Penticton, BC)

https://chime-experiment.ca/
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VLA Sky Survey (VLASS)

(VLASS Movie included here)

Project started Sep 2017!  Credit: Bill Saxton, NRAO/AUI/NSF
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Atomic gas maps for thousands of galaxies 
~10 x deeper, 10 x sharper than current all-sky surveys!

ASKAP Wallaby
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Existing Infrastructure: Canadian Advanced Network for 
Astronomical Research 
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CANFAR Astronomy Cyber Laboratory Platform 
 
!  $4.5M (€3.1M) CFI Cyber-infrastructure Fund proposal (PI: Falk Herwig) 
! Will address the challenges  of accommodating the data deluge, of enabling a data 

refinery, of data fusion and shared analytics, of providing for flexible international 
access and of liberating science software and reproducible science. 



CANFAR Astronomy Cyber Laboratory Platform 

! 3-year project involving: 
•  Canadian Advanced Network for 

Astronomical Research 
•  Canadian Astronomy Data Centre 
•  University of Victoria 
•  University of British Columbia 
•  University of Alberta 
•  University of Toronto 
•  McMaster University 
•  University of Western Ontario 
•  Université de Montréal 
•  Saint Mary’s University 
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University of Victoria                              Assessment criteria                                                 37322 
 

 

1.! Core Infrastructure Building Blocks: A set of adopted and adapted computing 
technologies (virtualisation, distributed storage, cloud process scheduling, database 
service), including existing and to-be-improved CANFAR services, that are core 
infrastructure building blocks. Included in this category is AstroHub 
(https://astrohub.uvic.ca), a web-accessible cyber work environment based on 
JupyterHub and JupyterLab and similar technologies that provide collaborative access to 
a wide range of users (see Section 2.3).  

2.! Common Analytic Toolboxes: shared analytic tools (listed in Section 2.2), both existing 
and adapted or newly created, that are specific to the astronomical data sets that this 
project will cater to. These science application building blocks are grouped into domain 
specific toolboxes and developed to make best use of the Core Infrastructure components.  

3.! Cyber Laboratories: built around the AstroHub core infrastructure component, cyber 
laboratories present research-project specific groupings of common analytic toolboxes 
(WBS 2) enabled by the core infrastructure building blocks (WBS 1).  

Figure 1: Schematic view of the three ACLP layers: Core Infrastructure Building Blocks (BBs), Common 
Analytic Toolboxes (TBs), and the user-facing Cyber Laboratories (CLs). Most users interact with CLs, 
which requires significantly less technical  and domain-specific cyber expertise. Domain and application 
experts may interact with BBs and TLs directly. We estimate the size of the pool of potential users, and 
identify a few examples of specific, likely users that are external to this proposal.   
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A Canadian SKA Regional Centre 

! Challenges 
•  Understanding how users will use a regional centre 
•  Matching infrastructure to support user workflows 
•  Estimating processing and storage requirements 

! Activities 
•  Continued participation in SRCCG and networking groups 
•  Collaborations with other SRC initiatives 
•  Building experience: VLASS, CHIME, ASKAP, CANFAR 
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Some numbers based on Canada’s nominal SKA share of ~6% 

•  Storage: 36 petabytes at start; 60 petabytes/year growth 
•  Processing: 30 petaflops at start; 60 petaflops by 2030 
•  Networking: 100 gigabit for SKA data alone 
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